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1.0 Layer 2 Technologies 20%
1.1 LAN switching technologies

1.1.a Implement and troubleshoot switch administration
1.1.a [i] Managing MAC address table
1.1.a [ii] errdisable recovery
1.1.a [iii] L2 MTU

1.1.b Implement and troubleshoot layer 2 protocols
1.1.b [i] CDP, LLDP
1.1.b [ii] UDLD

1.1.c Implement and troubleshoot VLAN
1.1.c [i] access ports
1.1.c [ii] VLAN database
1.1.c [iii] normal, extended VLAN, voice VLAN

1.1.d Implement and troubleshoot trunking
1.1.d [i] VTPv1, VTPv2, VTPv3, VTP pruning
1.1.d [ii] dot1Q
1.1.d [iii] Native VLAN
1.1.d [iv] Manual pruning

1.1.e Implement and troubleshoot etherchannel
1.1.e [i] LACP, PAgP, manual
1.1.e [ii] layer 2, layer 3
1.1.e [iii] load-balancing
1.1.e [iv] etherchannel misconfiguration guard

1.1.f Implement and troubleshoot spanning-tree
1.1.f [i] PVST+/RPVST+/MST
1.1.f [ii] switch priority, port priority, path cost, STP timers
1.1.f [iii] port fast, BPDUguard, BPDUfilter
1.1.f [iv] loopguard, rootguard

1.1.g Implement and troubleshoot other LAN switching technologies
1.1.g [i] SPAN, RSPAN, ERSPAN

1.2 Layer 2 Multicast

1.2.a Implement and troubleshoot IGMP
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1.2.a [I] IGMPv1, IGMPv2, IGMPv3
1.2.a [ii] IGMP snooping

1.2.a [iii] IGMP querier

1.2.a [iv] IGMP filter

1.2.a [v] IGMP proxy

1.3 Layer 2 WAN circuit technologies

1.3.a Implement and troubleshoot HDLC
1.3.b Implement and troubleshoot PPP
1.3.b [i] authentication [PAP, CHAP]
1.3.b [ii] PPPoE
1.3.b [iii] MLPPP

1.4 Troubleshooting layer 2 technologies

1.4.a Use I0S troubleshooting tools
1.4.a [i] debug, conditional debug
1.4.a [ii] ping, traceroute with extended options
1.4.a [iii] Embedded packet capture

1.4.b Apply troubleshooting methodologies
1.4.b [i] Diagnose the root cause of networking issue [analyze symptoms, identify and
describe root cause]

1.4.b [ii] Design and implement valid solutions according to constraints
1.4.b [iii] Verify and monitor resolution

1.4.c Interpret packet capture
1.4.c [i] Using wireshark trace analyzer
1.4.c [ii] Using 10S embedded packet capture

2.0 Layer 3 Technologies 40%
2.1 Addressing technologies

2.1.a Identify, implement and troubleshoot IPv4 addressing and sub-netting
2.1.a [i] Address types, VLSM
2.1.a [ii] ARP

2.1.b Identify, implement and troubleshoot IPv6 addressing and sub-netting
2.1.b [i] Unicast, multicast
2.1.b [ii] EUI-64
2.1.b [iii] ND, RS/RA
2.1.b [iv] Autoconfig/SLAAC temporary addresses [RFC4941]
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2.1.b [v] Global prefix configuration feature

2.2 Layer 3 Multicast

2.2.a Troubleshoot reverse path forwarding
2.2.a [i] RPF failure
2.2.a[ii] RPF failure with tunnel interface

2.2.b Implement and troubleshoot IPv4 protocol independent multicast
2.2.b [i] PIM dense mode, sparse mode, sparse-dense mode
2.2.b [ii] Static RP, auto-RP, BSR
2.2.b [iii] Bidirectional PIM
2.2.b [iv] Source-specific multicast
2.2.b [v] Group to RP mapping
2.2.b [vi] Multicast boundary

2.2.c Implement and troubleshoot multicast source discovery protocol
2.2.c.[i] Intra-domain MSDP [anycast RP]
2.2.c.[ii] SA filter

2.3 Fundamental routing concepts

2.3.a Implement and troubleshoot static routing
2.3.b Implement and troubleshoot default routing
2.3.c Compare routing protocol types

2.3.c [i] distance vector

2.3.c [ii] link state

2.3.c [iii] path vector

2.3.d Implement, optimize and troubleshoot administrative distance

2.3.e Implement and troubleshoot passive interface

2.3.f Implement and troubleshoot VRF lite

2.3.g Implement, optimize and troubleshoot filtering with any routing protocol

2.3.h Implement, optimize and troubleshoot redistribution between any routing protocol
2.3.i Implement, optimize and troubleshoot manual and auto summarization with any routing
protocol

2.3.j Implement, optimize and troubleshoot policy-based routing
2.3.k Identify and troubleshoot sub-optimal routing
2.3.1 Implement and troubleshoot bidirectional forwarding detection
2.3.m Implement and troubleshoot loop prevention mechanisms
2.3.m [i] Route tagging, filtering
2.3.m [ii] Split horizon
2.3.m [iii] Route poisoning

2.3.n Implement and troubleshoot routing protocol authentication
2.3.n [i] MD5
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2.3.n [ii] key-chain

2.3.n [iii] EIGRP HMAC SHA2-256bit
2.3.n [iv] OSPFv2 SHA1-196bit

2.3.n [v] OSPFv3 IPsec authentication

2.4 RIPv2

2.4.a Implement and troubleshoot RIPv2

2.5 EIGRP [for IPv4 and IPv6]

2.5.a Describe packet types
2.5.a [i] Packet types [hello, query, update, and such]
2.5.a [ii] Route types [internal, external]

2.5.b Implement and troubleshoot neighbor relationship
2.5.b [i] Multicast, unicast EIGRP peering

2.5.c Implement and Troubleshoot Loop free path selection
2.5.c [i] RD, FD, FC, successor, feasible successor
2.5.c [ii] Classic metric
2.5.c [iii] Wide metric

2.5.d Implement and troubleshoot operations
2.5.d [i] General operations
2.5.d [ii] Topology table, update, query, active, passive
2.5.d [iii] Stuck in active
2.5.d [iv] Graceful shutdown

2.5.e Implement and troubleshoot EIGRP stub
2.5.e [i] stub
2.5.e [ii] leak-map

2.5.f Implement and troubleshoot load-balancing
2.5.f [i] equal-cost
2.5.f [ii] unequal-cost
2.5.f [iii] add-path

2.5.g Implement EIGRP [multi-address] named mode
2.5.g [i] Types of families
2.5.g [ii] IPv4 address-family
2.5.g [iii] IPv6 address-family

2.5.h Implement, troubleshoot and optimize EIGRP convergence and scalability
2.5.h [i] Describe fast convergence requirements
2.5.h [ii] Control query boundaries
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2.5.h [iii] IP FRR/fast reroute [single hop]
2.5.h [iv] Summary leak-map
2.5.h [v] Summary metric

2.6 OSPF [v2 and v3]

2.6.a Describe packet types
2.6.a[i]LSAtypes |1, 2,3,4,5,7,9]
2.6.a [ii] Route types [N1, N2, E1, E2]

2.6.b Implement and troubleshoot neighbor relationship

2.6.c Implement and troubleshoot OSPFv3 address-family support
2.6.c [i] IPv4 address-family
2.6.c [ii] IPv6 address-family

2.6.d Implement and troubleshoot network types, area types and router types
2.6.d [i] Point-to-point, multipoint, broadcast, non-broadcast
2.6.d [ii] LSA types, area type: backbone, normal, transit, stub, NSSA, totally stub
2.6.d [iii] Internal router, ABR, ASBR
2.6.d [iv] Virtual link

2.6.e Implement and troubleshoot path preference
2.6.f Implement and troubleshoot operations

2.6.f [i] General operations

2.6.f [ii] Graceful shutdown

2.6.f [iii] GTSM [generic TTL security mechanism]

2.6.g Implement, troubleshoot and optimize OSPF convergence and scalability
2.6.g [i] Metrics
2.6.g [ii] LSA throttling, SPF tuning, fast hello
2.6.g [iii] LSA propagation control [area types, ISPF]
2.6.g [iv] IP FR/fast reroute [single hop]
2.6.g [v] LFA/loop-free alternative [multi hop]
2.6.g [vi] OSPFv3 prefix suppression

2.7 BGP

2.7.a Describe, implement and troubleshoot peer relationships
2.7.a [i] Peer-group, template
2.7.a [ii] Active, passive
2.7.a [iii] States, timers
2.7.a [iv] Dynamic neighbors

2.7.b Implement and troubleshoot IBGP and EBGP
2.7.b [i] EBGP, IBGP
2.7.b [ii] 4 bytes AS number
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2.7.b [iii] Private AS

2.7.c Explain attributes and best-path selection
2.7.d Implement, optimize and troubleshoot routing policies
2.7.d [i] Attribute manipulation
2.7.d [ii] Conditional advertisement
2.7.d [iii] Outbound route filtering
2.7.d [iv] Communities, extended communities
2.7.d [v] Multi-homing

2.7.e Implement and troubleshoot scalability
2.7.e [i] Route-reflector, cluster
2.7.e [ii] Confederations
2.7.e [iii] Aggregation, AS set

2.7.f Implement and troubleshoot multi-protocol BGP
2.7.f[i] IPv4, IPv6, VPN address-family

2.7.g Implement and troubleshoot AS path manipulations
2.7.g [i] Local AS, allow AS in, remove private AS
2.7.g [ii] Prepend
2.7.g [iii] Regexp

2.7.h Implement and Troubleshoot Other Features
2.7.h [i] Multipath
2.7.h [ii] BGP synchronization
2.7.h [iii] Soft reconfiguration, route refresh

2.8 Troubleshooting layer 3 technologies

2.8.a Use 10S troubleshooting tools
2.8.a [i] debug, conditional debug
2.8.a [ii] ping, traceroute with extended options
2.8.a [iii] Embedded packet capture

2.8.b Apply troubleshooting methodologies
2.8.b [i] Diagnose the root cause of networking issue [analyze symptoms, identify and
describe root cause]

2.8.b [ii] Design and implement valid solutions according to constraints
2.8.b [iii] Verify and monitor resolution

2.8.c Interpret packet capture
2.8.c [i] Using wireshark trace analyzer
2.8.c [ii] Using 10S embedded packet capture
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3.0 VPN Technologies 20%
3.1 Tunneling

3.1.a Implement and troubleshoot MPLS operations
3.1.a [i] Label stack, LSR, LSP
3.1.a [ii] LDP
3.1.a [iii] MPLS ping, MPLS traceroute

3.1.b Implement and troubleshoot basic MPLS L3VPN
3.1.b [i] L3VPN, CE, PE, P
3.1.b [ii] Extranet [route leaking]

3.1.c Implement and troubleshoot encapsulation
3.1.c [i] GRE
3.1.c [ii] Dynamic GRE

3.1.d Implement and troubleshoot DMVPN [single hub]
3.1.d [i] NHRP
3.1.d [ii] DMVPN with IPsec using preshared key
3.1.d [iii] QoS profile
3.1.d [iv] Pre-classify

3.2 Encryption

3.2.a Implement and troubleshoot IPsec with preshared key
3.2.a [i] IPv4 site to IPv4 site
3.2.a[ii] IPv6 in IPv4 tunnels
3.2.a [iii] Virtual tunneling interface [VTI]

3.3 Troubleshooting VPN technologies

3.3.a Use I0S troubleshooting tools
3.3.a [i] debug, conditional debug
3.3.a [ii] ping, traceroute with extended options
3.3.a [iii] Embedded packet capture

3.3.b Apply troubleshooting methodologies
3.3.b [i] Diagnose the root cause of networking issue [analyze symptoms, identify and
describe root cause]

3.3.b [ii] Design and implement valid solutions according to constraints
3.3.b [iii] Verify and monitor resolution

3.3.c Interpret packet capture
3.3.c [i] Using wireshark trace analyzer
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3.3.c [ii] Using 10S embedded packet capture

4.0 Infrastructure Security 5%
4.1 Device security

4.1.a Implement and troubleshoot 10S AAA using local database
4.1.b Implement and troubleshoot device access control

4.1.b [i] Lines [VTY, AUX, console]

4.1.b [ii] SNMP

4.1.b [iii] Management plane protection

4.1.b [iv] Password encryption

4.1.c Implement and troubleshoot control plane policing
4.2 Network security

4.2.a Implement and troubleshoot switch security features
4.2.a [i] VACL, PACL
4.2.a [ii] Stormcontrol
4.2.a [iii]) DHCP snooping
4.2.a [iv] IP source-guard
4.2.a [v] Dynamic ARP inspection
4.2.a [vi] Port-security
4.2.a [vii] Private VLAN

4.2.b Implement and troubleshoot router security features
4.2.b [i] IPv4 access control lists [standard, extended, time-based]
4.2.b [ii] IPv6 traffic filter
4.2.b [iii] Unicast reverse path forwarding

4.2.c Implement and troubleshoot IPv6 first hop security
4.2.c[i] RA guard
4.2.c [ii] DHCP guard
4.2 c [iii] Binding table
4.2.c [iv] Device tracking
4.2.c [v] ND inspection/snooping
4.2.c [vi] Source guard
4.2.c [vii] PACL

4.3 Troubleshooting infrastructure security

4.3.a Use 10S troubleshooting tools
4.3.a [i] debug, conditional debug
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4.3.a [ii] ping, traceroute with extended options
4.3.a [iii] Embedded packet capture

4.3.b Apply troubleshooting methodologies
4.3.b [i] Diagnose the root cause of networking issue [analyze symptoms, identify and
describe root cause]

4.3.b [ii] Design and implement valid solutions according to constraints
4.3.b [iii] Verify and monitor resolution

4.3.c Interpret packet capture
4.3.c [i] Using wireshark trace analyzer
4.3.c [ii] Using I0S embedded packet capture

5.0 Infrastructure Services 15%

5.1 System management

5.1.a Implement and troubleshoot device management
5.1.a [i] Console and VTY
5.1.a [ii] telnet, HTTP, HTTPS, SSH, SCP
5.1.a [iii] [T]FTP

5.1.b Implement and troubleshoot SNMP
5.1.b [i] v2c, v3

5.1.c Implement and troubleshoot logging
5.1.c [i] Local logging, syslog, debug, conditional debug
5.1.c [ii] Timestamp

5.2 Quality of service

5.2.a Implement and troubleshoot end to end QoS
5.2.a [i] CoS and DSCP mapping

5.2.b Implement, optimize and troubleshoot QoS using MQC
5.2.b [i] Classification
5.2.b [ii] Network based application recognition [NBAR]
5.2.b [iii] Marking using IP precedence, DSCP, CoS, ECN
5.2.b [iv] Policing, shaping
5.2.b [v] Congestion management [queuing]
5.2.b [vi] HQoS, sub-rate ethernet link
5.2.b [vii] Congestion avoidance [WRED]

5.3 Network services
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5.3.a Implement and troubleshoot first-hop redundancy protocols
5.3.a [i] HSRP, GLBP, VRRP
5.3.a [ii] Redundancy using IPv6 RS/RA

5.3.b Implement and troubleshoot network time protocol
5.3.b [i] NTP master, client, version 3, version 4
5.3.b [ii] NTP authentication

5.3.c Implement and troubleshoot IPv4 and IPv6 DHCP
5.3.c [i] DHCP client, I0S DHCP server, DHCP relay
5.3.c [ii] DHCP options
5.3.c [iii] DHCP protocol operations
5.3.c [iv] SLAAC/DHCPV6 interaction
5.3.c [v] Stateful, stateless DHCPv6
5.3.c [vi] DHCPv6 prefix delegation

5.3.d Implement and troubleshoot IPv4 network address translation
5.3.d [i] Static NAT, dynamic NAT, policy-based NAT, PAT
5.3.d [ii] NAT ALG

5.4 Network optimization

5.4.a Implement and troubleshoot IP SLA
5.4.a [i] ICMP, UDP, jitter, VolP

5.4.b Implement and troubleshoot tracking object
5.4.b [i] Tracking object, tracking list
5.4.b [ii] Tracking different entities [e.g. interfaces, routes, IPSLA, and such]

5.4.c Implement and troubleshoot netflow
5.4.c [i] Netflow v5, v9
5.4.c [ii] Local retrieval
5.4.c [iii] Export [configuration only]
5.4.d Implement and troubleshoot embedded event manager
5.4.d [i] EEM policy using applet

5.5 Troubleshooting infrastructure services

5.5.a Use I0S troubleshooting tools
5.5.a [i] debug, conditional debug
5.5.a [ii] ping, traceroute with extended options
5.5.a [iii] Embedded packet capture

5.5.b Apply troubleshooting methodologies
5.5.b [i] Diagnose the root cause of networking issue [analyze symptoms, identify and
describe root cause]
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5.5.b [ii] Design and implement valid solutions according to constraints
5.5.b [iii] Verify and monitor resolution

5.5.c Interpret packet capture
5.5.c [i] Using wireshark trace analyzer
5.5.c [ii] Using I0S embedded packet capture



Balaji Bandi CCIE Journey 2019

1.0 Layer 2 Technologies 20%
1.1 LAN switching technologies
1.1.a Implement and troubleshoot switch administration

1.1.a [i] Managing MAC address table
Managing MAC address table

The MAC address table contains address information that the switch uses to forward traffic between
ports. All MAC addresses in the address table are associated with one or more ports. The address table
includes these types of addresses:

e Dynamic address: a source MAC address that the switch learns and then ages when it is not in use.
e  Static address: a manually entered unicast address that does not age and that is not lost when the
switch resets.

By default, switches (I0S) age out MAC table entries after 300 seconds (5 mins). It's probably not
something you’ll have to tune or adjust often, but it's good to remember that it's happening. Further, you
can change this value if needed with the global mac address-table aging-time value command.

You can disable and Enable MAC Address Learning on an interface or VLAN

By default, MAC address learning is enabled on all interfaces and VLANs on the router. You can control
MAC address learning on an interface or VLAN to manage the available MAC address table space by
controlling which interfaces or VLANs can learn MAC addresses. Before you disable MAC address
learning, be sure that you are familiar with the network topology and the router system configuration.
Disabling MAC address learning on an interface or VLAN could cause flooding in the network.

Note: Follow these guidelines when disabling MAC address learning on an interface or VLAN:

e Use caution before disabling MAC address learning on an interface or VLAN with a configured
switch virtual interface (SVI). The switch then floods all IP packets in the Layer 2 domain.

*  You can disable MAC address learning on a single VLAN ID from 1 to 4094 (for example, no mac
address-table learning vlan 223) or a range of VLAN IDs, separated by a hyphen or comma (for
example, no mac address-table learning vlan 1-10, 15).

e We recommend that you disable MAC address learning only in VLANs with two ports. If you disable
MAC address learning on a VLAN with more than two ports, every packet entering the switch is flooded
in that VLAN domain.

e You cannot disable MAC address learning on a VLAN that is used internally by the router. If the
VLAN ID that you enter is an internal VLAN, the switch generates an error message and rejects the
command. To view internal VLANSs in use, enter the show vlan internal usage privileged EXEC command.
¢ [f you disable MAC address learning on a VLAN that includes a secure port, MAC address learning is
not disabled on that port.

Command Description

show mac address-table address Displays MAC address table information for the specified
MAC address.

show mac address-table aging-time  Displays the aging time in all VLANSs or the specified VLAN.

show mac address-table count Displays the number of addresses present in all VLANs or the
specified VLAN.

show mac address-table dynamic Displays only dynamic MAC address table entries.



Balaji Bandi CCIE Journey 2019

show mac address-table interface Displays the MAC address table information for the specified
interface.

show mac address-table learning Displays MAC address learning status of all VLANSs or the
specified VLAN.

show mac address-table static Displays only static MAC address table entries.

show mac address-table vlan Displays the MAC address table information for the specified
VLAN.

Here is the example screen shot to verify default settings of mac address aging-time (which is
300seconds (5min) by default)

DMZ1#show mac address-table aging-time
Global aging Time: 300
vlan Aging Time

Here is the example we change aging time to 7200 Seconds(2hours)

pMzl#config t
Enter configuration commands, one per Tine. End with CNTL/Z.
DMZ1 {config)#mac ad
oMzl (configl#mac address-table ag
oMzl (config)#mac address-table a?ing—time ?
<0-0= Enter 0 to disable aging
<10-1000000= Aging time in seconds

DMZ1l {config)#mac address-table aging-time 7200
oMzl (configl#exit

Here is the output after we change to 2hours mac address aging time.

DMZ1#show mac address-table aging-time
Global Aging Time: 7200
vlan Aging Time

Notes: Nexus OS for Nexus 7K has different mac aging time out 1800 seconds (at the time of writing
this document, this may change check the cisco document).

Nexus 5000 remain same as 300 Seconds by default.

1.1.a[ii] errdisable recovery

If the configuration shows a port to be enabled, but software on the switch detects an error situation on
the port, the software shuts down that port. In other words, the port is automatically disabled by the
switch operating system software because of an error condition that is encountered on the port.

When a port is error disabled, it is effectively shut down and no traffic is sent or received on that port.
The port LED is set to the color orange and, when you issue the show interfaces command, the port
status shows err-disabled. Here is an example of what an error-disabled port looks like from the
command-line interface (CLI) of the switch.

Causes of Errdisable

This feature was first implemented in order to handle special collision situations in which the switch
detected excessive or late collisions on a port. Excessive collisions occur when a frame is dropped
because the switch encounters 16 collisions in a row. Late collisions occur after every device on the wire
should have recognized that the wire was in use. Possible causes of these types of errors include:

A cable that is out of specification (either too long, the wrong type, or defective)
A bad network interface card (NIC) card (with physical problems or driver problems)
A port duplex misconfiguration
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A port duplex misconfiguration is a common cause of the errors because of failures to negotiate the
speed and duplex properly between two directly connected devices (for example, a NIC that connects
to a switch). Only half-duplex connections should ever have collisions in a LAN. Because of the carrier
sense multiple access (CSMA) nature of Ethernet, collisions are normal for half duplex, as long as the
collisions do not exceed a small percentage of traffic.
There are various reasons for the interface to go into errdisable. The reason can be:
e Duplex mismatch
e Port channel misconfiguration
e BPDU guard violation
UniDirectional Link Detection (UDLD) condition
Late-collision detection
Link-flap detection
Security violation
e Port Aggregation Protocol (PAgP) flap
e layer 2 Tunneling Protocol (L2TP) guard
e DHCP snooping rate-limit
e Incorrect GBIC / Small Form-Factor Pluggable (SFP) module or cable
e Address Resolution Protocol (ARP) inspection
e Inline power

Configuration Example : ( below one of test setup)

SW2 have default configuration :

All errdisable recovery disabled by default and recovery time is 300 Seconds by default

15
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You can also change error recovery time in Seconds.

sw2(config)#errdisable recovery interval ?
<30-86400> timer-interval(sec)

On SW1 | have enabled all for testing as below and change recovery time to 60Seconds (1Min)

Here is my running configuration on SW1

swidzhaow run | in err

errdisable recovery cause wild

errdisable recovery cause bpduguard
errdizable recovery cause security-violation
errdisable recovery cause chamel-miscontig
errdisable recovery cause pagp-flap
errdizable recovery cause dep-flap
errdisable recovery cause 1ink-flap
errdisable recovery cause sfp-coafig-nismstch
errdizable recovery cause ?H:Jnvadd
errdisable recovery cause 12prguard s
errdisable recovery cause psecure-violation
errdizable rocovery cause port.mace-failure
errdisable recovery cause dhcp-rate-1imit
errdisable recovery cause pppue-ia-rate-limit
errdizable recovery cause mac-limit
ervdisable recovery cause unicast-riood
errdisable recovery cause vips

errdizable recovery cause storm-control
errdisable recovery cause inline-pawer
errdisable recovery cause arp-irmspection
errdizable recovery cause Tink-monizor-failure
ervdisable recovery cause oap-remore-fatilure
errdisable recovery cause Joopback
errdizable rocovery cause psp

errdisable recovery taterval 60

Output of above configuration as below:
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swleshow errdisable recovery
ErrDisable Reason

Timer Status

arp-inspection Enabled
bpduguard Enabled
charnnel-misconfig (5TP) Enabled
dhep-rate-limit Enabled
dep-flap Enabled
gbic-invalid Enabled
inline-power Enabled
12ptguard Enabled
Tink-flap Enabled
mac-Timit Enabled
Tink-monitor-failure Enabled
Toopback Enabled
oan-remote-faflure Enabled
pagp-flap Enabled
port-mode-failure Enabled
pppoe-ia-rate-limic Enabled
psecure-violation Enabled
:rcurll}'—'.-iu’lal(on Enabled
sfp-config-mismarch Enabled
storm-control Enabled
udld Enabled
unfcast-flood Enabled
vmps Enabled
pap Enabled

du.ﬂ-.uli'.-c~rccmcr¥ Disabled
eve-Tite input mapping fa Disabled
Recovery command: "clear Disabled

Timer interval: 60 seconds

Interfaces that will be enabled at the next timeout:

Let’s do some testing’s
By Default, errdisable recovery — disabled and we can see behavior as below.

Here is the SW1 and SW7 Trunk configuration:

Swl#show run interface port-channel 1
Building configuration..

current configuration : 184 bytes
I

interface Port-channell

description pM1z1

switchport trunk allowed vlan 2-9,200
switchport trunk encapsulation dotlg
switchport trunk native vlan 200
sgﬁtchport mode trunk

en

Swl#show run interface eth 2/0
Building configuration..

current configuration : 255 bytes
I

interface Ethernet2/0

description DM1Z1

switchport trunk allowed vlan 2-9,200
switchport trunk encapsulation dotlqg
switchport trunk native vlan 200
switchport mode trunk

udld port aggressive

channel-group 1 mode on

sgannﬁng—tree guard loop

en

swil#show run interface eth 2/1
Building configuration..

current configuration : 255 bytes

I

interface Ethernet2/1

description DM1Z1

switchport trunk allowed vlan 2-9,200
switchport trunk encapsulation dotlqg
switchport trunk native wvlan 200
switchport mode trunk

udld port aggressive

channel-group 1 mode on
sganning—tree guard loop

en

DMZ1#show run interface port-cha 1
Building configuration...

current configuration : 182 bytes
I

interface Port-channell

description swl

switchport trunk allowed vlan 2-9,200
switchport trunk encapsulation dotlg
switchport trunk native vlan 200
sgﬁtchport mode trunk

en

oMzZl#show run interface eth 1/0
Building configuration...

current configuration : 253 bytes
I

interface Ethernetl/0

description SWl

switchport trunk allowed vlan 2-9,200
switchport trunk encapsulation dotlqg
switchport trunk native vlan 200
switchport mode trunk

udld port aggressive

channel-group 1 mode on

sganning—tree guard loop

en

oMZ1#show run interface eth 1/1
Building configuration...

current configuration : 253 bytes

I

interface Ethernetl/1

description Swl

switchport trunk allowed vlan 2-9,200
switchport trunk encapsulation dotlqg
switchport trunk native wvlan 200
switchport mode trunk

udld port aggressive

channel-group 1 mode on
sganning—tree guard loop

en

| have turned off SW7 for testing. And we can see the below messages in SW1
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SLOLD-4 -UDLD_PORT_DISABLED: UDLD disabled interface §12/0, agoressive sode failure detected
AP¥-4-ERR_DISABLE: udld error cerectéd on €t2/0, purring st2/0 1n err-disable state
MOLD-2 -UDLO_PORT_DISASLED: UBLO dizabled interface €271, aggressive mode failure dotected
APM-4-ERR_DISABLE: udld errar detected on £t2/1, putting Et2/1 in err-disable state
SLINEPROTO-5-UPDOWN: L ine protocal on Interface fthernetl 0, changed state o down
BLINEPROTO-5-UPDOWN: Line protocol on Interface sthernetl /i, changed STaTe TO dowr)

ALINK-3-UPDOWN: Interface Ethernet2/0, changed state to down

SLINK-)-UPDOMWY: Tnterface Port-chanmell, char state TO down

SLINK-I-uPpoMn: Interface SThernet2 L, c @d 3TaTe To domn

ALINLIROTO-5-uPoon: Line pratocal on Interface port-chanmell, changed state ta down

Port mode change to err-disabled.

iu:yo oMizl err-disabled 1 auto  auto R4S
€21 oMiZ1 err-disabled 1 auto  auto k3%

Disabled reason UDLD

Swieshow Tnterfaces status err-disabled

Port Name status Reason Err-disabled vians
Ex2/0 M121 err-dizabled udld

Et2/1 o§121 err-disabled udld

swiell

Even though | have powered SW7 but we did not see the link come back online again, because of err-
disabled mode, in this case either we need to shutdown the Port-channel and do no shutdown to
restore or configure error recovery.

Let us configure UDLD recovery configuration

swl(config)#errdisable recovery cause udld

As soon we configure above command we can see countdown started, as we configured 60 seconds
recovery.

swi#show errdisable recovery

Errpisable Reason Timer Status
arp-inspection pisabled
bm.g:uard pisabled
charnel-misconfig (STP) Disabled
dhcp-rate-Timit Disabled
dtp-Flap Disabled
ic-invalid Disabled
nline-power pisabled
12ptguard Disabled
Tink-flap pisabled
mac-1imit Disabled
Tirk-monftor-failure Disabled
Toopback . Disabled
oam-remote-failure pisabled
pagp-flap Disabled
port-mode-Tailure pisabled
pppoe-fa-rate-limic pisabled
psecure-violation Disabled
:.ocurm-vfohtion Disabled
sfp-config-mismatch Disabled
storm-control Disabled
d Enabled
unicast-flood pisabled
Vmps pisabled

psp Disabled
dua!-nctive-recovtr¥ Disabled
evc-lite fnput napping fa Disabled
Recovery command: clear Disabled

Timer interval: 60 seconds

Interfaces that will be enabled at the next timeout!:

Interface Errdisable reason Time Teft(sec)
ET2/0 udid 51
ET2/1 udld 51

After 60 Seconds the Port-channel come up automatically.

NPN-4-FRR_RECOVER: ATTempting to recover from udld err-disable state on §12/0
KN4 -TRR_RECOVER: ALTempring to recover from udld err-disable state on 12/1
NLINK-3-UPOOMN: Interface Ethernet2/0, changed state to up

SLINK-3-UPDOWN: TAterface Fthwrnat2 1, changed STate Ta up

SLINCPROTO-5-UPDOWN: Line protocal on Interface Ctharner2/0, changed state to up
SLIKEFPROTO-3-UPDOWN: Line protocol onm Interface Ethernet2/1, changed state to wp

SLINK-3-UPDOWN! INTarface PorT-channell, changed state to ug
SLINCPROTO - S-UPDOMN: Line protocol on Interface port-channell, changed state to up

Now enabled for all recovery.

swl(config)#errdisable recovery cause all
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Swieshow errdisable recovery

ErrDisable Reason Timer Statrus
arp-inspection Enabled
by ard Enabled
charnel-misconfig (5TP) Enabled
dhep-rate-limit Enabled
dep-flap Enabled
bic-invalid Enabled
nline-power Enabled
12ptguard Enabled
Tink-flap Enabled
mac-Timit Enabled
Tink-monitor-failure Enabled
Toopback Enabled
oam-remote-failure Enabled
pagp-Tlap Enabled
port-mode-failure Enabled
pppoe-ia-rate-limic Enabled
psecure-violation Enabled
secur fty-violatfon Enabled
sfp-config-nismarch Enabled
storm-control Enabled
udld Enabled
unfcast-flood Enabled
vmps Enabled
Enabled

pap
dual-ulh‘e»rer.over¥
eve-Tite input mapping fa Disabled
Recovery command: "clear Disabled

Timer interval: 60 seconds

Interfaces that will be enabled at the next timeout:

More information can be found in Cisco site.

https://www.cisco.com/c/en/us/support/docs/lan-switching/spanning-tree-protocol/69980-errdisable-
recovery.html

1.1.a [iii] L2 MTU

The Maximum Transmission Unit (MTU) is the maximum length of data that can be transmitted by a
protocol in one instance. For example, the MTU of Ethernet (by default 1500) is the largest number of
bytes that can be carried by an Ethernet frame (excluding the header and trailer). MTUs are found at
various layers of the OSI model, and can often be tweaked to more efficiently transport large volumes
of data.

b reuss ——
L]
L e — Ethernet 1514 Bytes

i
i
;
i
i
:

! | TCP MSS 1460 Bytes

bytes Set the system MTU for ports that are set to 10 or 100 Mb/s. The range is 1500 to 1998 bytes. This is the maximum

MTU received at 10/100-Mb/s Ethernet switch ports.

jumbo bytes Set the system jumbo MTU for Gigabit Ethernet ports operating at 1000 Mb/s or greater. The range is 1500 to 9000

bytes. This is the maximum MTU received at the physical port for Gigabit Ethernet ports.

routingbytes Set the maximum MTU for routed packets. You can also set the maximum MTU to be advertised by the routing

protocols that support the configured MTU size. The range is 1500 bytes to the system MTU value. The system
routing MTU is the maximum MTU for routed packets and is also the maximum MTU that the switch advertises in

routing updates for protocols such as OSPF.

MTU Manipulation:
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Ethernet

The default Ethernet MTU is 1500 bytes, not including the header or trailer. Sometimes a slightly
higher MTU is preferable to accommodate Q-in-Q tunneling or other encapsulation. The MTU can be
raised on Cisco 10S with the system mtu command under global configuration:

This is an example of cutput from the show system mtu command:

show system mtu

1 Y MT |70

IP

As with Ethernet frames, the MTU can be adjusted for IP packets. However, the IP MTU is configured
per interface rather than system-wide, with the ip mtu command:

TCP

There are two contexts in which the TCP Maximum Segment Size (MSS) can be configured:
transient traffic and terminating traffic.

Transient Traffic

When a TCP client initiates a connection to a server, it includes its MSS as an option in the first (SYN)
packet. On an Ethernet interface, this value is typically 1460 (1500 byte Ethernet MTU - 20 byte IP
header - 20 byte TCP header).

However, links beyond the host often have a lower effective MSS and full-size packets from the client
may be dropped. To inspect and alter the MSS option included in TCP SYN packets passing through the
router, use the ip tcp adjust-mss command on the interface:

Terminating Traffic

Terminating traffic refers to TCP packets which originate from or are destined for the local router (for
example, SSH or BGP). In this context, the router itself is considered the TCP client and/or server. The
local MSS can be configured with the ip tcp mss command under global configuration:

More information good example from Cisco:

https://www.cisco.com/c/en/us/support/docs/ip/generic-routing-encapsulation-gre/25885-pmtud-
ipfrag.html

1.1.b Implement and troubleshoot layer 2 protocols
1.1.b [i] CDP, LLDP

Cisco Discovery Protocol (CDP)
— runs over Layer 2 (data link layer)
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— used by all Cisco devices

— sends periodic messages to a multicast address

— advertises at least one IP address that can receive SNMP messages
— advertisements contain time-to-live or holddown information

Default CDP Configuration

— CDP global state: enabled

— CDP interface state: enabled

— CDP timer: 60 seconds

— CDP holdtime: 180 seconds

— CDP Version-2 advertisements: enabled

Link Layer Discovery Protocol (LLDP)

— supports non-Cisco devices and allow interoperability between those devices
— neighbor discovery protocol

—runs over the data link layer

— LLDP attributes are called TLVs (type, length, value descriptions)

Default LLDP Configuration

— LLDP global state: disabled

— LLDP holdtime: 120 seconds

— LLDP timer: 30 seconds

— LLDP reinitialization delay: 2 seconds

— LLDP tlv-select: disabled to send an receive all TLVs

— LLDP interface state: disabled

— LLDP receive: disabled

— LLDP transmit: disabled

— LLDP med-tlv-select: disabled to send all LLDP-MED TLVs

Examples CDP :

sw2#show cdp

Global coP information:
sending CDP gacketS every 60 seconds
sending a holdtime value of 180 seconds
Sending CDPv2 advertisements is enabled

Sw2#show cdp neighbors

Capability Codes: R - Router, T - Trans Bridge, B - Source Route Bridge
S - switch, H - Host, I - IGMP, r - Repeater, P - Phone,
O - Remote, C - CVTA, M - Two-port Mac Relay

Device ID Local Intrfce Holdtme Capability Platform Port ID
VLAN3 Eth 2/1 127 RS I Linux uni Eth 0/1
VLANZ Eth 2/0 137 RSI Linux uni Eth 0/0
Swd Eth 0/3 173 RS I Linux uni Eth 0/3
Swd Eth 0/2 170 RSI Linux uni Eth 0/2
SwWl Eth 0/1 149 R 5 I Linux uni Eth 0/1
Swl Eth 0/0 140 RS I Linux uni Eth 0/0
Sw3 Eth 1/0 152 R S5 I Linux uni Eth 1/0
Sw3 Eth 1/1 148 RS I Linux uni Eth 1/1

Total cdp entries displayed : 8
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Swll#show T11dp

Global LLDP Information:
5Tatus: ACTIVE
LLDF advertisements are sent every 30 seconds
LLDF hold time advertised is 120 seconds
LLDF +interface reinitialisation delay is 2 seconds

—

Swll#show 11dp neighbors

Capability codes:
(rR) Router, (B) Bridge, (T) Telephone, (C) DOCSIS Cable Device
(W) wWLAM Access Point, (P) Repeater, (5) station, (0) Other

Device ID Local Intf Hold-time <Capability Port ID
SwW22 ci0/0 120 R Gi0/0

Total entries displayed: 1

Monitoring CDP

clear cdp counters

clear cdp table

show cdp

show cdp entry

show cdp int fa0/1

show cdp neighbors

show cdp neighbors fa0/1 detail
show cdp traffic

Monitoring LLDP

clear lldp counters

clear lldp table

show lldp entry

show lldp interface

show lldp neighbors

show lldp neighbors fa0/1 detail
show lldp traffic

1.1.b [ii] UDLD

Unidirectional Link Detection (UDLD) is a Cisco Proprietary protocol used to detect issues with links that
utilize separate cables (fiber).

UDLD can be enabled and becomes active when it detects a neighbor from the other side (both sides
must be configured)

UDLD can only successfully work when configured on both ends of a link.

UDLD protects us from:

- Connecting cables to ourselves by accident

- A link connected to a HUB or dumb switch (multiple UDLD peers on one link is not good)
- Cut transmit or receive (in aggressive mode)

- Misconnected fiber strands (connected to proper device but wrong ports)
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If UDLD hits the hold time for a neighbor, before declaring the number dead the UDLD enabled device
will shoot 8 UDLD messages in a row to the neighbor.

UDLD hellos are sent by default every 15 seconds.

UDLD is disabled by default.
There are 2 ways to enable UDLD, globally or per interface.
If we enable UDLD globally, it ONLY is enabled on fiber interfaces.

conft
udld <enable | aggressive> <-- globally enabled)

You can also configure per interface to override global config

SW1ll (config) #interface gigabitEthernet 070

5W1ll (config-if) #udld port 7
aggressive Enable TDLD protocol in aggressive mode on this interface
<CI>

SW1ll (config-if) #udld port aggressive 7

SW1ll (config-if) #udld port aggressive

swll#show udld gigabitethernet 0/0

Interface Gi0/0

Port enable administrative configuration setting: Enabled / in aggressive mode
Port enable operational state: Enabled / in aggressive mode

current bidirectional state: Unknown

current operational state: Advertisement

Message interval: 7000 ms

Time out interwval: 5000 ms

Port fast-hello configuration setting: Disabled
Port fast-hello interval: 0 ms

Port fast-hello operational state: Disabled
Meighbor fast-hello configuration setting: Disabled
Meighbor fast-hello dinterval: unknown

Mo neighbor cache information stored

sw2#show udld neighbors

FoOrt Device Name  Device ID Port ID Neighbor State
ET0/0 67108880 1 ET0/0 Bidirectional
Et0/1 67108880 1 Et0/1 Bidirectional
ETO/2 67108928 1 ETO/2 Bidirectional
Et0/3 67108928 1 Et0/3 Bidirectional
Et1/0 67108912 1 Et1/0 Bidirectional
Etl/1 67108912 1 Etl/1 Bidirectional

— a1
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Sw2#show udld

Interface ET0/0

port enable administrative configuration setting: Enabled / in aggressive mode
port enable operational state: Enabled / in aggressive mode

current bidirectional state: Bidirectional

current operational state: Advertisement - Single neighbor detected

Message interwval: 15000 ms

Time out interval: 5000 ms

port fast-hello configuration setting: Disabled
Port fast-hello interval: 0 ms

Port fast-hello operational state: Disabled
Neighbor fast-hello configuration setting: Disabled
Neighbor fast-hello dinterval: unknown

Entry 1

Expiration time: 44900 ms

Cache Device index: 1

current neighbor state: Bidirectional
Device ID: &71088E80

Port ID: ETO/0

Neighbor echo 1 device: 67108896
Neighbor echo 1 port: ET0/0

TLV Message interval: 15 sec
No TLY fast-hello interval
TLY Time out interwval: 5
TLV CDP Device name: Swl

1.1.c Implement and troubleshoot VLAN

1.1.c [i] access ports

Most of Cisco’s switches, especially those targeted at access-layer switches default to “switchport
mode dynamic desirable.”

This means that DTP is turned on and is actively trying to force ports into a trunking state. A good
practice for all of your switches is to adjust that to a more secure setting the moment you take it out of
the box.

Note : So do not connect any unboxed switches to Live network, this will cause huge interruption of
service due to DTP on by default.

Any new Switch need to be configured properly and appropriate configuration before you join them back
to Live network.

You want to turn off the DTP, then you can use command “switchport nonegotiate”

You want to set the port to Access port “switchport mode access” (Access ports are used to configure
end devices where we want to restrict their membership to a certain vian.)

If an access port receives a frame with a .1q header, it will drop it.
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By Default, all the Access ports are configured to VLAN 1

4 port types available :
access port

Trunk (ISL or .1q)
dynamic access

voice vlan

To configure a port as access use VLAN 100:

int g0/1
switchport mode access
switchport access vlan 100

There are also switchport macros which auto configure ports based on a basic set of commands that
most people use. For example :

int g0/1
switchport host

This does 3 things:

switchport mode will be set to access
spanning-tree portfast will be enabled
channel group will be disabled

Below Default configuration of the Port:
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swll#show interfaces gigabitEthernet 0/0 switchport
Name: Gi0/0

switchport: Enabled

Administrative Mode: dynamic auto

Operational Mode: static access

Administrative Trunking Encapsulation: negotiate
Operational TrunkinE Encapsulation: native
Megotiation of Trunking: oOn

Access Mode VLAN: 1 (default)

Trunking Mative Mode wLaN: 1 (default)
Administrative Native VLAN tagging: enabled

Voice VLAN: none

Aadministrative private-vlan host-association: none
Administrative private-vlan mapping: none
administrative private-vlan trunk native VLAN: none
administrative private-vlan trunk Native VLAN Tagging: enabled
Administrative priwvate-vlan trunk encapsulation: dotlg
administrative private-vlan trunk normal VLANS: none
Administrative private-vlan trunk associations: none
Administrative private-vlan trunk mappings: none
operational private-vlan: none

Trunking VLANs Enabled: ALL

Pruning WLANs Enabled: 2-1001

Capture Mode Disabled

Capture VLANs Allowed: ALL

Protected: false
Appliance trust: none

1.1.c [ii] VLAN database

The vlan database is what holds all VLAN and some VTP configuration.
This database is stored as the file vlan.dat in NVRAM/flash.

Since vlan information is not entirely saved in the running or startup config, an erase of these configs
will not remove vlans from the switch.

VLANs are automatically added when you put a port into a non-existant VLAN with the

switchport access vlan number command

You can create a VLAN

#Config t

Vlan 3 (this will create a Vlan number 3)

Name HRSTAFF (this is for identification of VLAN pupose, example HR Staff)

How to verify the VLANs in the database?
#show vlan

Delete the all VLANs from the device
#delete vlan.dat
Note: extended range vlans are not stored in the VLAN database

1.1.c [iii] normal, extended VLAN, voice VLAN
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The normal range is 1 — 1001

The reserved range is 1002— 1005

The extended range is 1006 — 4094

The reserved range is reserved for FDDI and Token ring vlans.

If we use the extended range the switch must have the switch in vtp transparent mode or use vtp v3
Voice VLAN, this allows phones to tag traffic over an access port. When a Cisco phone is plugged into
a port running CDP and a voice vlan, the switch uses CDP to tell the phone “tag your own traffic with this
voice VLAN 802.1q tag, and leave traffic from devices attached through you untagged.”

1.1.d Implement and troubleshoot trunking
1.1.d [i] VTPv1, VTPv2, VTPv3, VTP pruning

VTP is a called as Layer 2 messaging protocol that contains VLAN configuration information by
managing the addition, deletion, and renaming of VLANs within a VTP domain. A VTP domain (also
called a VLAN management domain) is made up of one or more network devices that share the same
VTP domain name and that are interconnected with trunks.

VTP Versions

VTP has three versions and these versions are VTPv1, VTPv2 and VTPv3. Let me share some of the
insights which will show you the feature and the capabilities of the VTP versions.

VTPv1 and VTPv2 supports VLAN from 1 to 1000, while VTPv3 supports from VLAN 1 to 4096.
Extended-range VLANSs are supported only in VTP version 3. If converting from VTP version 3 to VTP
version 2, VLANs in the range 1006 to 4094 are removed from VTP control.

VTP version 3 supports propagation of any database in a domain by allowing you to configure a primary
and secondary server

VTP version 3 is not supported on private VLAN (PVLAN) ports.

Prior to configuring VTP version 3, you must ensure that the spanning-tree extend system-id command
has been enabled.

If there is insufficient DRAM available for use by VTP, the VTP mode changes to transparent.

Here is the example : iam running VTP Transparent Mode and versionl

Swl#show vtp status

VTP Version capable : 1 to 3

VTP version running i1

VTP Domain Name : BELBE

VTP Pruning Mode : Disabled

VTP Traps Generation : Disabled
Device ID aabb. cc80.1000

configuration Tast modified by 0.0.0.0 at 0-0-00 00:00:00

Feature VLAM:

VTP Operating Mode : Transparent

Maximum VLANS supported locally : 1005

Number of existing VLANS : 34

Configuration Revision : 0

MD5 digest : OxBB OxC2 Oxd47 Ox0a OxF2 OxDA Ox14 0Ox58

Ox55 Ox56 Ox36 Ox6C Ox90 Ox9B Ox29 OxDC
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VTP Modes
There are 3 modes of VTP and these modes are:

VTP Server: With the configuration of VTP Server on the switch, we can create, delete and edit the
VLANs with all features. VTP servers advertise their VLAN configuration to other network devices in the
same VTP domain and synchronise their VLAN configuration with other network devices based on
advertisements received over trunk links. VTP server is the default mode.

VTP Client: VTP Client just copy the way VTP server do in the VTP domain but VTP client can't create,
delete and edit VLANs in the VTP domain.

VTP transparent: VTP transparent network devices do not participate in VTP. A VTP transparent
network device does not advertise its VLAN configuration and does not synchronize its VLAN
configuration based on received advertisements. However, in VTP version 2, a transparent network
device will forward receive VTP advertisements from its trunking LAN ports. In VTP version 3, a
transparent network device is specific to an instance.

Configure SW22 Server and SW11 as client here:

Here is the summary:

Only VTP Server only can set version
Only VTP Server can only Prune the VLAN
Switch port should be DTP.

Here is the VTP Server config

Configt

Vtp version 2

Vtp domain BBLAB
Vtp mode server

B e e wneEn

VTPS#show utp status

VTP Version capable 1 to 3

VTP version running : 2

VTP Domain Name : BBLAB

VTP Pruning Mode : Disabled

VTP Traps Generation : Disabled
Device ID aabb. cc80. 000

configuration last modified by 0.0.0.0 at
Local updater ID is 0.0.0.0 (no valid intertace foun

Feature VLAN:

VTP Operating Mode I Server

Maximum VLANS supported locally : 1005

Number of existing VLANS 11

configuration Revision : 2

MD5 digest ! Ox4D OxDC OxAD OxE1l OxD4 OxC9 OxDD 0Ox5D

OxEQ OxBD Ox0OF OxE3 OXDE OxBA OxB9 Ox4d6

Client Switch with not configuration output :
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switch#show vlan

VLAN Name Status POrts

1 default active Et0/1, ETD/2, ETt0O/3

1002 fddi-default act/unsup

1003 token-ring-default act /unsup

1004 fddinet-default act/unsup

1005 trnet-default act /unsup

VLAN Type SAID MTU Parent RingNo BridgeNo Stp EBrdgMode Transl TransZz
1 enet 100001 1500 - - - - - 0 0
1002 fddi 101002 1500 - - - - - 0 0
1003 tr 101003 1500 - - - - - 0 0
1004 fdnet 101004 1500 - - - iese - 0 0
1005 trnet 101005 1500 - - - ibm - 0 0

By default switch will be in Server mode and vtp version 1

switch#show vtp status

VTP version capable :1 to 3

VTP wversion running 01

VTP Domain Name :

VTP Pruning Mode : Disabled

VTP Traps Generation : Disabled
Device ID aabb. ccBl. 0000

configuration last modified by 0.0.0.0 at 0-0-00 00:00:00
Local updater ID is 0.0.0.0 (no wvalid interface found)

Feature WVLAN:

VTP Operating Mode : Server

Maximum VLANS supported locally : 1005

Number of existing VLANS : 5

Configuration Revision : 0

MD5 digest ! Ox57 OxCD Ox40 Ox65 Ox63 0x59 Ox47 OXED

Ox56 Ox9D Ox4A Ox3E OxA5 OxX69 0x35 OxXBC

Lets change to client mode as below configuration and take the updates from Server :

Configt

Vtp version 2

Vtp domain BBLAB
Vtp mode client

Lets add some vlan in VTP Server SW
VTPS#config t
Enter configuration commands, one per line. End with CNTL/Z.

VTPS(config)#vlan 10-15
VTPS(config-vlan)#end
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VTPS#show vEp status

VTP Version capable 11 to 3

VTP version running i 2

VTP Domain Name : BBLABE

VTP Pruning Mode : Disabled

VTP Traps Generation : Disabled

Device ID aabb. cc80. f000
configuration last modified by 0. .0.0.0 at ﬁZZ:SE:DS
Local updater ID is 0.0.0.0 (no valid interface found)

Feature WLAN:

VTP Operating Mode I Server

Maximum VLANS supported Tocally : 1005

Number of existing VLANs 11

Configuration Revision : 2

MD5 digest : OX9F Ox39 OxAS OX02 Ox76 OxB9 Ox09 OxBl

OxF4 OxAD Ox2F OXFE OxXCF Ox63 OxCE OxZ2B

Client VLAN Updated.

VTPC#show vtp status

VTP Version capable :1 to 3

VTP wversion running : 2

VTP Domain Name : BELAB

VTP Pruning Mode : Disabled

VTP Traps Generation : Disabled
Device ID aabb. cc81. 0000

configuration Tast modified by 0. [0.0.0 at il 22 56:05

Feature VLAN:

VTP Operating Mode : Client

Maximum VLANS supported locally : 1005

Number of existing VLANS 11

configuration Revision 12

MD5 digest : Ox9F Ox39 Oxa6 Ox02 Ox76 OxB9 0x09 OxBl

0xF4 OxAD Ox2F OxF8 OxCF 0x62 OxCE Ox2B
VTPC#show v
VTPC#show vlan

VLAN Name Status Ports
1 default active ETO/1, ETO/2, ET0D/3

10 VLANOOLO active

11 VLANOOLL active

12 VLANOD12 active

13 VLANOOLZ active

14 VLAN0014 actjue

VTP Pruning

VTP pruning increases the available network bandwidth by restricting flooded traffic
— disabled by default

— blocked unneeded flooded traffic to VLANs on trunk ports

—only VLANs included in the pruning-eligible list can be pruned, 2 — 1001 by default
—VLANs 1002 — 1005 and extended-range VLANs are pruning-ineligible

—if a VLAN is configured as pruning-ineligible, flooded traffic continues

—supported in all VTP versions
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Enabling VTP pruning on a VTP server enables pruning for the entire management domain
VTP pruning is not designed to function in VTP transparent mode

Define pruning eligible VLANs with the interface switchport trunk pruning vlan number command.
You can verify pruning operation with the show interface number pruning command.

Let’s check without pruning Server and Client VTP SWITCH :

VTPS#show interfaces trunk

FoOrt Mode Encapsulation 5Status Mative vlan
ELD/0 on 802.1q trunking 1

FoOrt vlans allowed on trunk

ELD/0 1-4094

FoOrt vlans allowed and active in management domain

ETO/0 1,10-132

FPoOrt vlans in spanning tree forwarding state and not pruned
Et0/0 1,10-13

ey e e

VTPC# show interfaces trunk

Port Mode Encapsulation Status Native wlan
ETO/0 on 802.1q trunking 1

Port vlans allowed on trunk

ETO/0 1-4094

PoOrt vlans allowed and active in management domain

ELO/0 1,10-13

FPOrt vlans in spanning tree forwarding state and not pruned
EL0/0 1,10-13

Lets Enable pruning on VTP Server side

Config t
!

Vtp pruning
!

End

VTPS#show interfaces trunk

PoOrt Mode Encapsulation Status Native wvlan
ETO/0 on 802.1q trunking 1

PoOrt vlans allowed on trunk

ET0/0 1-4094

FoOrt vlans allowed and active in management domain

EL0/0 1,10-13

FoOrt vlans in spanning tree forwarding state and not pruned
ETO/0 1

vTPs£#ll
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VTPC# show interfaces trunk

POrt Mode Encapsulation Status Native wlan
ELO/0 on B02.1q trunking 1

FPort vlans allowed on trunk

ETO/0 1-4094

FPort vlans allowed and active in management domain

ETO/0 1,10-132

FPoOrt vlans in spanning tree forwarding state and not pruned
ETO/0 1

So now all the vlan 10-13 pruning. Let’s only Vlan 10 for pruning.

VTPS#config t

Enter configuration commands, one per line. End with CNTL/Z.
VTPS(config)#tinterface ethernet 0/0
VTPS(config-if)#switchport trunk pruning vlian 10
VTPS(config-if)#tend

VTPS#show interfaces trunk

Fort Mode Encapsulation Status Native wlan
ETO/0 on 802.1q trunking 1

FoOrt vlans allowed on trunk

ETO/0 1-4094

Fort vlans allowed and active in management domain

Et0/0 1,10-132

Fort vlans in spanning tree forwarding state and not pruned
ETO/0 1,11-13

1.1.d [ii] dot1Q

Most newer switches, we only have the option of 802.1q, but older switches also support ISL (Cisco
Proprietary).

A trunk is a point-to-point link between one or more Ethernet switch interfaces and another network
device such as a router or switch.

Trunkinng encapsulations:
— Inter-Switch Link (ISL) — Ciscro proprietary
—|EEE 802.1Q — industry standard

Trunk negotiation is managed by the Dynamic Trunking Protocol (DTP)

— some network devices might forward DTP frames improperly, which could cause some
misconfigurations

— for interfaces connected to devices that do not support DTP, disable DTP
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If you do not intend to trunk across a link, use:
— switchport mode access

To enable trunking to a device that does not support DTP, use:
— switchport trunk encapsulation {isl|dot1q}

— switchport mode trunk

— switchport nonegotiate

Configuring static trunks on those required the command
switchport trunk encapsulation dotlq

if you wanted ISL encap you would use
switchport trunk encapsulation ISL

Trunk ports:

— cannot be a secure port

— cannot be a tunnel port

— for EtherChannel port groups, all interfaces must have the same configuration
—recommended that no more than 24 trunk ports in PVST mode

—recommended that no more than 40 trunk ports in MST mode

— switchport access vlan — specifies a default VLAN to be used if the interface stops trunking
—for 8021q, can received tagged and untagged (native VLAN) traffic

Let’s configure between SW VTP15 and SW VTP16

e o
> VIFiE

> VIFIS

VTPS#show run interface ethernet 0/0
Building configuration...

Current configuration : 90 bytes
I

interface Ethernet0/0

switchport trunk encapsulation dotlg
switchport mode trunk

end

vTPC#show run interface ethernet 0/0
Building configuration...

current configuration : 90 bytes

|

interface Ethernet0/0

switchport trunk encapsulation dotlg
switchport mode trunk

end
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Verification:

vTPs#show interfaces trunk

POrt Mode Encapsulation Status Native wlan
ELO/0 on B02.1q trunking 1

Port vlans allowed on trunk

ETO/0 1-4094

PoOrt vlans allowed and active in management domain

ETO/0 1,10-132

PoOrt vlans in spanning tree forwarding state and not pruned
ETO/0 1

VTPC#show interfaces trunk

FPoOrt Mode Encapsulation 5Status Mative wvlan
ELO/0 on 802.1q trunking 1

Fort vlans allowed on trunk

ELD/0 1-4094

FoOrt vlans allowed and active in management domain

ET0,/0 1,10-13

FPOrt vlans in spanning tree forwarding state and not pruned
ET0/0_ 1

1.1.d [iii] Native VLAN

The native vlan is the untagged vlan on the trunk. When the port is a trunk the native vlan by default is
vlan 1, however we can change that with switchport trunk native vlan x.

The traffic for the native vlan goes out with NO 802.1q header, while tagged traffic on the trunk goes
out with the 802.1q header to be placed in the proper vlan when it arrives.

In ISL we only had the concept of VLAN tagging, however 802.1q introduced the concept of the native
vlan. That is a port could be configured with an untagged vlan, such that untagged traffic would be

placed in this vian.

CDP is able to detect and report native vlan mismatches due to it being sent out in the advertisement.
So is PVST+.

It is possible to make a Cisco switch TAG the native vlan on a trunk via the global config command
vlan dotlq tag native.

If the Native VLAN for one end of a trunk link is different from the Native VLAN on the other end,
spanning-tree loops might result

Disabling STP on the Native VLAN can potentially cause spanning-tree loops

By default, an interface on a switch is in Layer 2 mode

34



Balaji Bandi CCIE Journey 2019

Native VLAN

— untagged traffic

— default VLAN 1

— the switch forwards all untagged traffic to the native VLAN
— can be assigned any VLAN ID

VvTPS#show run interface ethernet 0/0
Building configuration...

current configuration : 90 bytes

!

interface ethernet0/0

switchport trunk encapsulation dotlg
switchport mode trunk

end

VTPC#show run interface ethernet 0/0
Building configuration...

current configuration : 123 bytes

!

interface Ethernet0/0

switchport trunk encapsulation dotlq
switchport trunk native vlan 13

switchport mode trunk
end

As soon as you change in SW VTPC native vlan 13, you see below errors mismatch.

%SPANTREE-2-RECV_PVID_ERR: Received BPDU with inconsistent peer vlan id 13 on Ethernet0/0 VLANL.
%SPANTREE-2-BLOCK_PVID_PEER: Blocking Ethernet0/0 on WLANOCOl3. Inconsistent peer vlan.
%SPANTREE-2-BLOCK_PVID_LOCAL: Blocking Ethernet0/0 on VLANCOOl. Inconsistent local vlan.

%SPANTREE-2-RECV_PVID_ERR: Received BPDU with inconsistent peer vlan id 1 on Ethernet0,/0 VLAN1Z.
%SPANTREE-2-BLOCK_PVID_PEER: Blocking Ethernet0/0 on vLANOOOl. Inconsistent peer vlan.
%SPANTREE-2-BLOCK_PVID_LOCAL: Blocking Ethernet0/0 on VLANOOl3. Inconsistent local vlan.

You keep see this message until we add native vlan matches both the sides.

%CDP-4-NATIVE_VLAN_MISMATCH: Native VLAN mismatch discovered on Ethernet0/0 (13), with vTps Etherneto/0 (1).

This put the vlan in blocking mode in STP

vTPs#show spanning-tree blockedports

Name Blocked Interfaces List
VLANOOOL ET0/0
VLANOOLZ ET0/0

Number of blocked ports (segments) in the system : 2

vTPC#show spanning-tree blockedports

Name Blocked Interfaces List
VLANOOOL ET0/0
VLANOOL3 Et0D/0

Number of blocked ports (segments) in the system : 2

Lets fix this issue and check again

VTPS#show run interface ethernet 0/0
Building configuration...

Current configuration : 123 bytes
I

interface Ethernet0/0

switchport trunk encapsulation dotlg
switchport trunk native vlan 13
switchport mode trunk

end

As soon as you add above native vlan the trunk remove stp blocking for the vlan 13. And you will notice
below logs in the both the switches.
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%SPANTREE-2-UNBLOCK_CONSIST_PORT: Unblocking Ethernet0/0 on vLANDOO13. Port consistency restored.
%SPANTREE-2-UNBLOCK_CONSIST_PORT: Unblocking Ethernet0/0 on VLANDOOOL. Port consistency restored.

%SPANTREE-2-UNBELOCK_CONSIST_PORT: Unblocking Ethernet0/0 on VLANOOOL. Port consistency restored.
%SPANTREE-2-UNBELOCK_CONSIST_PORT: Unblocking Ethernet0/0 on VLANOO1l3. Port consistency restored.

No more STP Block ports.

vTPs#show spanning-tree blockedports

Name Blocked Interfaces List

Number of blocked ports (segments) in the system : 0

1.1.d [iv] Manual pruning

VTP is great, in concept, however in the real world | just don’t see it deployed to often. The more likely
situation is you will be tagging trunks manually, and pruning them manually.

Default all vian allowed if you do not configure.

VTPS#show Interfaces trunk

POI'L rode Encapsulation status Native vian
EX0/0 on 802.1qg trunking 13

Port Vians allowed on trunk

Et0/0 1-4004

pPort vians allowed and active in management domain

Et0/0 1,10-13

Port vians in spamning tree forwarding state and not pruned
EXD/0 1

The more “real-word” solution to pruning trunks is to just do manual pruning via
“switchport trunk allowed vlan x”

Lets only allow Vlan 10, 11 in the trunk

The command above overwrites the allowed vlan list on the interface, so to add or delete we could do
the following
switchport trunk allowed vlan add x

VTPS#show run interface ethernet 0/0
Building configuration...

current configuration : 160 bytes

!

interface Ethernet0/0

switchport trunk allowed vlan 10,11
switchport trunk encapsulation dotlqg
switchport trunk native vlan 13

switchport mode trunk
end

To verify which vlans are manually pruned from the trunk use
show interface trunk

VTPS#show interfaces trunk

POt Mode Encapsulation Status Native vlan
ET0/0 on 802.1q trunking 13

Port vlans allowed on trunk

ETO0/0 10-11

PoOrt Vlans allowed and active in management domain

ETO/0 10-11

POrt vlans in spanning tree forwarding state and not pruned
ET0/0 none
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If you like to remove you can use below command to remove
switchport trunk allowed vlan remove x

Please note that if we only had the command
switchport mode trunk
It would mean ALL vlans are allowed on the trunk

VTPC#show interfaces trunk

POFL Mode Encapsulation Status Native vlan
ET0/0 on 802.1q trunking 13

POrt vlans allowed on trunk

Et0/0 1-4094

Port vlans allowed and active in management domain

ETO/0 1,10-13

PoOrt vlans in spanning tree forwarding state and not pruned
ET0/0 1

1.1.e Implement and troubleshoot etherchannel
1.1.e [i] LACP, PAgP, manual

EtherChannel provides fault-tolerant high-speed links between switches, routers, and servers.
— used to increase bandwidth

— provides automatic recovery from the loss of a link

— consists of individual Gigabit Ethernet links bundled into a single logical link

— provides full-duplex bandwidth up to 8Gb/s or 80Gb/s

— consist of up to eight compatibly configured Ethernet ports

— layer 2 or layer 3

— the number of EtherChannels is limited to 48

Layer 3 EtherChannels are not supported on switches running the LAN base feature set

Static
Persistance

EtherChannel modes

— Link Aggregation Protocol (LACP)
— Port Aggregation Protocol (PAgP)
—On (Manual)

LACP

— defined by IEEE 802.3ad

— DTP and CDP send and receive packets over the physical ports in the EtherChannel

— trunk ports send and receive LACP packets on the lowest numbered VLAN

— for Layer 2, the first port in the channel provides the MAC address for the EtherChannel

—These LACP values are used when we have a hardware limitation like a max of 8 links, however we
have more than that in the bundle (we can have stand by links)

— for Layer 3, the switch allocates a MAC address when the logical interface is created

PAgP is a Cisco proprietary protocol

— DTP and CDP send and receive packets over the physical ports in the EtherChannel
— for Layer 2, the first port in the channel provides the MAC address for the EtherChannel
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— for Layer 3, the switch allocates a MAC address when the logical interface is created
— trunk ports send and receive PAgP packets on the lowest numbered VLAN

EtherChannel On Mode (Manula)

— used to manually configure an EtherChannel

—forces a port to join an EtherChannel without negotiations

— can be useful if the remote device does not support PAgP or LACP

— all ports must be configured the same

— if the EtherChannel group is misconfigured, packet loss or spanning tree loops can occur

Below Topology we configure LACP, PAGP, ON

— s | — ) S

==
m‘f e

l{!l.}ééx-ﬂ ‘ _d% :l“li -
R

» o

SW1 to SW2 - LACP

[Eand — Y7

I | \\
SW1 config as below :

sl #show run interface stharnes 070
fuslding configuratiaon. ..

Current configaration : 310 bytes

Interface SUher ity 0

description sad

witehport trurk allowed vlan 2 20,21.33,11,40,43,%0,%2,00,43, 70,73, 80, &1
SATAPArT Trurk a2l iowed vlan g 90.90,100,00 200

ATOPPOrT Trunk encapsulation

n.nn-p rt trurk native vise 200

-
P ng-trae Quird loop
s

SWLeshom run intarface eThernes 0/1
i lding contiguration

Crrent conf Iguratton : 350 bytes

interface nrnmm 1
des<r iption =
B TChparT Trurk allawed ylan 3-11.29,21.39,31.40.,83,50,51,60,61,70.74, 40,81
s tebport trurk ol bowed vlan ads 50.91,100,100,200
IATERPOrT Lrurk encapsulation dotig
s Tehpart Trurk native vian 200
weitchpart mode truck
LIS POt gEressive
crarnel -groap 12 saode active
wperning-tres guard loop
o

Saleshow run intarface port-che 12
B Ta1ng contigw arion

Currant coof fguratise : 279 bytes

interface poct-chanmel))

description w2

TPt Trurk a)lowed o) 20,21,30,31 40,41, 50.51,60.65,70, 72,80, 81
s Tehpart trurk a1lowed v1 g, :'.Illl 200

switchpart trurk
S lUCPpurT Trunk pative vian
sl tehpart mode trunk

o
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’a?;hm run inter eth 00
it lding configuration, .

tlurrm coofiguration : 130 byt

tuvlro‘nmrulo'v

<r fpt

SAITAIPOrT Truck a1lowed wTam 2-18, 20, 21,30, 31,40,41.50,51.60.61.70.74 .80, 81
SWITCPOrT Trivk alTowed «lam a0 90.%91,100,10d,200

seitctport truck encapsulazion dotig

st X renk matfve vian 200
it u't

hmv:‘" 12 -d- mTive
-p-vmq-xrv- quard foop

Sydeihew run fnter eth 01
sl 1a10g configuration. .,

current configuration | 350 e
invfxe ethernetd /L
description wwl
witchpors trick l"m wlam 3-18, zo.n 20,31 ,40,41,30,51,40,41,70,71,.80, 0%
anitctpors truck allowed f\ B 30,43,100,301,200
q

wnitchport trock sncapiulss
svitchgort trick rative vian 200
mode trunk

Sw2#show run fnter (-cm 1n
#:1 7ing configerat

Current conf iguration ; 273 bycws

ia'ffu‘lwt-chmul
<ription

switciport Truek lllmnl wlam 2-11,20,21, 30,31 ,40,41,50,51,60,61,70,71 80,82
SAITCIOOrT Trivk 31Towed vlan aod 90.91,100,301.200

SalTchport Trwk u\tumnu!on dotig

switchport trick matfve vian 200

Switcroory moe trunk

Verification:

Swl#show ethcrchml 12 protocal
CProtocol:  Lace

Swisshow etherchannel 12 summary

£lags: D - down P - bwled 1n port-channe |
- stand-alone s - suspende

Hot-standby (LACP on'lg)

- not 1n use, nNo aggregation
u{'led T Al’louze aggregator -

nat :n use, minimm links med R - Vivia

mnot in use, regat e ta minisun NOT met
unsuitable ft;"rwtu.mdhag9 -

waiting to be aggroqaud

default pore

« formed by Auto LAG

> QECAT =WCEIIM

Number of ch-nel-qroups in use: 3
Number of aggregator 5

Group ’crt channel Protocol Purts

- —+--
12 7012(50) LACP kto/o(p) £t0/1(P)

Sw2#show etherchannel 12 protocol
Protocol: LACP

Su2#show etherchannel 12 summary
Flags: D - down P - mled in port-channel
I - stand-alone 5 -
H - Wot-standby (LACP on‘ig)
R~ Lay«'! s - Layer
u - - not in use, no aggregation
fr- ui'led w anocue aggregator
M - not in use. ninimum Tinks not met
n - ot in . POrT MT aggregated due To minfmum 11nks not met
u - usu{tab'ln "for bundling
w - uiung to be aggregated
d - default port
A - formed by Auto LaG

Number of channel-groups in use: 3
Number of agg'ogltgr 3

Group 'ort channal  Pratocol vorts

12 Polz(su) -4 e :twoo) ETO/1(P)
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SW1 to SW3 channel group PAGP

2NCE

SW1 and SW3 configuration:

Swl#show run interface eth 0/2
ouilding configuration, .,

Current configuration : 317 bytes
]

interface Ethernet0/2

description Sw3

switchport trunk allowed vian 2-11,20,21,30,31,40
switc t trunk allowed vian add 90.91.100.101.2
switchport trunk lation 1s]

sw :(?vur! mode lr«nlt

dumﬂ-grow 13 na desirable
rs‘g.mlno-uee quard Toop

631.”.51.60.61.70.71.80.31

SWl#show run Interface eth 0/3
guilding configuration...

currmt configuration : 317 bytes
"7(04"&(9 EINPMIOII

dexripﬂm
witchport umk allowed vlan 2-11, 10 21, 30 31,40,41,%0,51,60,61,70,71,60,81
ﬁ:&w'thpoﬂ tr:\z ano-ed‘:::n )gd 50,41,100,101,2060
mupw on is1
switchport mode t

wdld port amress!ve
channel 13 mode desirable
:mlnq-troo guard Toop

end

swisshow run interface port-chamnel 13
suilding configuration, .,

t.urrm configuration : 239 bytes

interface Port-channelil

description swi

switchport trunk allowed vian 2 20 21,30,31,20,41,%0,51,60,62,70,71,80,81
switchport tr allowed vl?n L91,100,101,200
switchpore tr enupwul on 1:1

:vdt:hpu’t mode trunk
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Swisshow run interface eth 0/2
guilding configuration...

ll:urrem configuration : 251 bytes

interface ethernerd/2
description Swl
switchport trunl\ allowed vlan 10,11,20,21,30,31,40,41,50,51,200
Mtcwort Trunk c\um on 151
u«ﬂd tchport mode tru
T €551y
dumg%r aggru nd? desirable
spaming-trco guard

Swisshow run interface eth 0/3
suilding configuration...

$uﬂ'ent configuration : 251 bytes

interface Etherneto:i

description Swl

switchport trunk allowed vian 10,11,20,21,30,31,40,41,50,51,200
switchport trunk encapsulation 151

swi tchpnrt mode trunk

udld port aggresaiva

channel-group 13 -nda duinb'lo

:panning-trn guard

swisshow run interface port-channel 13
suilding configuration...

(':urren( configuration : 173 bytes

mtorface Port-chamnell3

description Swl

switchport trunk allowed vlan 10,11,20,21,30,31,40,4},50,51,200
switchport trunk encapsulation is1

“s;“tchport made trunk

Verify the Port-channel output

Swleshow etherchannel 13 protocol
Protocol: PAgP

SwWleshow etherchannel 13 summary
Flags: « down P -« bundled in port-channel
« stand-alone s - suspended
« Hot-standby (LACP on‘|¥)
- l.ayor! « Layer
- not in use, no aggregation
- faihd to a'l'locau aggregator

not in use, minimum Tinks not met

not in use, port not aggregated due to minfmum Tinks not met
unsuitable for bundling

-aiting to be aggregated

default port

formed by Auto LAG

P OECHFXE MCOIWND

Number of channel-groups in use: §
Number of aggregators: 5

Group Port channel Protocol Pufts

13 Pol!(su) 3 PAgP !tO/Z(P) EL0/3(P)

swi#show etherchannel 13 protocol
Protocol: PAGR

sw3#show ether channe) 13 naary

flags: - down bumﬂed 1n port-channel
stand-alone s - suspend

Hot-standby (LACP uﬂg)

Layor! s - u{w
in use, no aggregation
fanod to A’llocau aggregator

not 110 use, mininue 1inks not :et& - -

not in use, T not regated due to minfmum S NOT met
unsuitable fgr«buml %9 -

waiting to be aggregatéd

default port

- formed by Auto LAG

» QAQECEAET MEBRI~O

sunber of channel-groups in use: 4
sunber of aggrogatgrs.

Group Port-channel Protocal Ports

-+ -+
13 PoOL3(SL) Page Ew/z(r) ET0/3(P)
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SW1 to SW4 channel group ON

iy - [
- —

» o

[
N—
- roat
-
SW1 configuration :
SWlfshow run interface etherpet 1/0
8uilding configuration. .,
Current configuration ! 346 bytes
1
inmertace EThernerl /o
descriprion swd
switchport trurk allowed vlan 2-11,20,21,30,31,40,41,50,51,60,61,70,71,80,8L
tchpart trurk allowed vian acd 90 91,100,108,200
switchport trurk encapsulation dotlg

switc t trurk native vian 200

spannt ﬂru “uu 3
ontd 0g Quii 00p

Swl#show run interface ethermet 1/1
8utlding configuration...

surrm configuration ;: 346 bytes

fnxeeface ﬂharmn/t

descriprion swd

switchpart trurk allowed vlan 2-11,20,21
switchport trurk allowed vlan add 90,91,
switchport trurk encapsulation dotlg
switchport trurk native vian 200
nilcbort node trurk

udld port Wﬁslw

hnn'l-gr u on
pam ng-cr aop

,30,34,40,41,50,51,60,61,70,71 80,88
100,101,200

Swi#show run interface port-channel 14
autlding conﬂwat oLy

gurrm configuration : 275 bytes

Interface port- channﬂu
description swé

switc t trurk allowed vlan 2-11,20,21,30,31,40,41,50,51,60,61,70,71,80,81
switc t trurk allowed vlan acd 90,31,100,101,200

switcl t trurk encapsulation dotrlg

switchport lrurk native vian 200

.:x tchport mode trurk

SW4 configuration:

Swieshow run interface ethernet 1,0
Ouﬂdhvo <onﬂgw¢t‘on. .

Currant canfiguration : 346 bytes

mterfue ttherﬂet.llo
description
suitchport lrmk allowed yian 2-11,20,21,30,31,40,41,50,51,60,61,70,71,80,81
switc t trunk allowed vlan add 90,91,100,101,200
seltohoocs trurk ercapsulation dotlg
uhmr( trunk MUVQ vimn 200

Chport sode Trurk
udld port ngy'tss!w
channel-group 14 sode on
':sntm-rree guard Toop
.

Swi#show run frterface ethernet 1/1
Building configuration, ..

cnnm configuration : 346 byras

'aerf:u’ithernetl /1
L
Sul :cm"pan trunk allowed vian 2-11,20,21,30,31,40,41,50,51,60,61,70,71,80, 81
switc t trurk allowed vian acd 90,91,100,10%,200
tc t trurk ercagsulation dotlg
»-ﬂ chport trurk native vian 200
switchport sode Trurk
udld port u;g'tsslvo

‘:m-’ﬂgqufahou

show run interface port-channel 1¢
!undino configuratfon, ..

currant configuration : 275 bytes
!

interface Port-chanrellsd
@escription swl
switchport trurk allosed vian 2-11,20,21,30,31,40,41,50,58,60,61,70,71,80,81
switchport trunk a)lowed vian add 90.91 100,108,200
switchport trurk !n:wsul*tlon
suitchport trork native v
.'i:“lﬂwt S00e Trunk
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Verifications SW1

|swisshow etherchannel id protoco)
|protocol: - {(Mode ON)

SwWleshow ethorchanne'l 14 summary

Number of channel-groups Tn use: 5
Number of aggregators: 5

Group Port-channel Protocol Ports

W A R ‘ceijomm  ReiAe
Verifications SW4

Swi¥show etherchamnel 14 protacol

Protocol: - (Mode ON)

swi#show etherchanne]l 14 summary
Flags: D - down P - bundled in port-chamnel
I - stand-alone s - suspended
- Hor-standby (ucp only)
Layer3 8§ - Layerg
in use N - noT 1n use, no aggregation
fatled to allocate aggregator

not in use, minimum 1inks not met

unsuitable for bundling
waiting to be aggregated
default port

P QECEX hawex

- formed by Auto LAG

Number of channel-groups n use: 3
Number of aggregators: 3

Group Puv‘[ channel protocol Pm‘(s

14 P‘)ll(SU) - E(l ‘0(P) ET1/1(P)

CCIE Journey 2019

Flags: D - down P - bundied in port-channel
I - stand-alaone 5 - suspended
H - Hot-standby (LACP un‘|¥)
R - Layer3 S - Layer?2
U - in use N - not fn usée, no agaregation
f - failed to allocate aggregator
M - not in use, winimum Jinks not met
m - not in use, port not aggregated due to minimum 1inks not met
u - unsuitable for bundling
w - waiting to be aggregated
d - default port
A - formed by Auto LAG

not in use, port not aggregated due to minimum Tinks not met

Other Port-channel Verification for Diagnosis Purpose:
show logging — always check the logs, if you have any issues

show etherchannel load-balance
show pagp internal

show pagp counters

show pagp neighbor

show lacp sys-id

show lacp counters

show lacp internal

show lacp neighbor

show etherchannel detail

show etherchannel summary

Load balancing methods
—dst-ip

—dst-mac

— src-dst-ip
—src-dst-mac

—src-ip

— src-mac

Default :

|sw1#show etherchannel Toad-balance
|etherchannel Load-8alancing configuration:
sre-dst-1p

|Etherchanne] Load-8alancing Addresses used Per-Protocol:
|Non-1IP: Source XOR Destination MAC address

IPvd: Source XOR Destination 1P address
’ IPvE: SOUrCe XOR DesTination 1P address
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LACP Active / Standby

Basically LACP fast-switchover is utilizing LACP for an active and standby link (by default it’s active
active).

Only time you would want to do this is if somehow the load balancing was not favoring the application
correctly, or you were having issues with the traffic/flows being hashed.

This gives you the redundancy of LACP (without utilizing the redundancy of STP) in an active standby
pair. This fast-switchover commands basically let’s us recover an active/ standby link faster than just
having the max-bundle 1 command, if we just had max-bundle in the config, the port-channel would

flap and take longer to recover.

&
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2
.4'/
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seleston Fun TImertace etheroer 10
e

70,20, 30, 31 ,40,41,50, 53, 60,64, 70,78, 40, &
30,91, 100301, 209

™
lacp por
tharna
10ANENG Tf
et

Seceshow Fan (e face etherset 11
Sut igting cont iguratdon. .

aration - 330 e

1 allowed Vian 2+11,20. 21,30 31,40,31, 50, 53,60, 91,70,7
wt trunk allowed vian add $0,33,100.100 ,200

¥T ITWR srragautanton outin

et 1 t s 200

wnitchport <

wild pirt
charee | -gr oup
WPINING-Tree guars

guloshom ren Imterface port-chaowel 23
curd 1gur at ton,

CHvent Cof igaration - SL6 byted

SIRerface eort-chanel )3

eaer -
1tc 2-00,30 21,00 31 40,41,%0,%5,40, 64,70, 75,00, 10

\ $0,91,100, 201 , 100

arrly

s
wk 2 Towed Vi

" wT TP
snitehport sede Crerk
Tacy faxt-andtohover
Tacp sas . tandlle 1
ozt

SW3 config

wlothum o Imieeface stSecvet §/1
| garat e,

conf {gurattan © 3% Bytes

505080, 00.79. 7000, 8

3O, 34,00, 40, %, 516000 0078 00,80
0k, 200
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By configuring interface config - lacp port-priority 0
Now we configured SW2 to be the LACP master, and it will now choose which port becomes standby.

Let’s do some verifications.

Sw2#show etherchannel 23 sumsary

Flags: O - down » Oumln: in port-chamne)
stand-alone s suspenced

Hoe- standby (Lace m’lz)

Layer] 5 - Layer/?

- In use N - not In wse, no aggregation
- Fatled ta A110Cate Aggregaraor

'

NEHE -
'

not In wse, minimum 1irks not met

not in use, port not aggregated due to minimum 1irks not set
unsuitable for bundling

waiting to be aggregated

default port

aseaAx

A - Tarmed by AuTo LAG
number of channel.-groups in use: 3
Number of aggregators: 3
Growp Port-charmel Protocol Ports

23 :nﬂ(.u) LACKP sl /o(P) sTi/1(H)

SW2#tshow etherchannel 23 detail

Port: Etl/C

POIT STate - Up MSEP ASSOC In-Bndl

Channel group = 23 Mode = Active Gechange = -

parc-channel = po23 G = - Pieudo port- charnel = po2l
Port index -0 Load = 0x00 Frotoco LACP

Flags: § - Device 15 sending Slow LACFOUS F - Deyvice 13 sendd ing fast LACPOUS,
A - pavice 15 fn active eode. P - Divice 15 In passive mode,

Local inforsacion:

LACP port atmin Oper Port Port
Port Flags state priority Koy Kay reber =tate
Exl/0 sS4 b o oxl7 oxl7 Oal0L x3p

Partner's 1nforsation;

LACP pore agmin  Oper Port Port
Pare Flags priority Dev 1D Age kay Ky nNutber  STate
ETl/0 S5a 327038 aabb.ccan, 3000 173 o [0 & Ox101 oxi0

Age of the port in the current state: 0d:00h:07m:07>

Pore: Exl/L

Pors state - UD MITP ASSOC MOT-STdby N‘(- n-andl

Channel group = Mode = ActTive v\cr)rqe - -
Porc-channal = lull [~< Pisudo porT-charmel = pold
Port index -0 Load - f‘iﬂa Pfrotocol = LACP

Flags: § - Cevice 13 sending Slow LACROUS  F - Device i3 serding fast LACPOUS,
A - pavice s Tn active sode. P - Divice 5 in passive node.

Local Inforsacion:

LACP port Adwin Oper Fort Fort
Pore Flags  state priority Key k- N STate
Egl/1 Sa hot-~sby 32768 Oxl7 ll' ox102 oxs
Parener's information;
LACP port Agmin  Oper Port Port
Pare Flags priocity Dey 1D Age kay Key runbér  STate
Erl1 54 32768 aabb. cc80, 3000 5= o oxl7 Qw102 oxs

age uf the port in the currert state: 0d:000:07m:1%5s
1.1.e [ii] layer 2, layer 3

Layer 2 EtherChannel

To create an L2 etherchannel, simply go to your physical interface(s) and use the

channel-group X mode mode command.

It is best to configure physical interfaces while shut down and to bring up the virtual and physical
interfaces all together.

After bringing up an L2 EtherChannel, you should verify its operation with traditional spanning-tree
verification commands. Instead of seeing physical links, you should see your EtherChannel in the
Spanning-tree show commands.
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Example :
SW3#show spanning-tree

VLANODOZ
Spanning tree enabled protocol ieee

Root ID Priority 8194
Address aabb. cc00. 7000
Cost 168
POrt 67 (Port-channel3d4)
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Bridge ID Priority 3277 (priority 32768 sys-id-ext 2)
Address aabb. cc00. 3000
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
aging Time 7200 sec
Interface Role Sts Cost Prio.Nbr Type
Fo23 Altn BLK 100 128.66 P2p
Po34 ROOT FWD 36 128.67 P2p

Layer 3 EtherChannel:

-combines multiple logical interfaces such as subinterfaces.
-L3 Port-channel order of operation is important

- configure no switch port

- then configure channel group.

1Prg \Qsl:
. (=31 —— O —_— 1
T | — (T —" b sost
» 0 T Y
(eaTean !
LA
N S
e ol "
ean)  (elead
N
| P
» i

Let’s configure SW4 and SW5 L3 Port-channel

swS#show run interface ethernet 2/0

Swi#show run interface ethernet 2/0 1751 ! :
. Building configuration.

Building configuration.

an

swi#show run interface
Building configuration.

current configuration :
I
interface ethernet2,/1
no switchport
no ip address
channel-group 45 mode
end

Swid#show run interface
Building configuration.

current configuration
I

no switchport

end

ethernet 2,/1

89 hytes

active

port-channel 45

: B2 bytes
interface Port-channel4s

ip address 2.2.60.4 255.255.255.0

end

sw5#show run interface

Building configuration.

current configuration
I

interface Ethernet2/1
no switchport

no ip address
channel-group 45 mode
end

sw5#show run interface

Building configuration.

current configuration :
I

current configuration : 89 bytes current configuration : 89 bytes
! !

interface Ethernet2/0 interface Ethernetz/0

no switchport no switchport

no ip address ] no ip address

cganne1—gr0up 45 mode active channel-group 45 mode active

ethernet 2/1

: 89 bytes

active
port-channel 45

82 bytes

interface Port-channel4s

no switchport

ip address 2.2.60.5 255.255.255.0

end
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Swdsshow etherchannel 45 summary

Flags: - down P - bundled in port-charnel
stand-alone s - suspended

wot-standby (LacP only)

Layer3 S - Layer?2

in use N - not in use, no aggregation

]
I
"
®
' Sy |
f - falled to allocate aggregator

[

mot in use, minfmun 1inks not met

not in use, port not agoregated due to minimum 1inks not met
- unsuitable for bundling

- waiting to be aggregated

default port

> QECcEX

formed by Auto LAG

Number of chammel-groups in use: 4
Number of aggregators: El
Group fort-channel Protocol Pores

------ e
a5 PodS5(RU) Lace ex2/0({®) Et2/1(p)

SwS#show etherchannel 45 summary

Flags: D - down # - bundled in port-channel
I stand-alone 3 suspended
H - Hot-standby {LaCP nn‘l;)
R - Layer3 S - Layer
U - in use N - not in use, no aggregation
f - Failed to allocate aggregator
M - not in use, mininum Tinks not met
m - not in use, port not aggregated due to minimum Tinks not met
u - unsuitable for bundling
w - waiting to be aggregated
d - dgefault port

e
|

formed by Auto LAG

sumber of channel-groups in use: 2

number of aggregators: 2

Group Port-channel Protocol POrts

------ T R T T T,
45 Pod5(RY) Lace Et2/0(r) ET2/1(P)

Ping Test :

Swid#ping 2.2.60.5
Type escape sequence to abort.

sending 5, 100-byte ICMP Echos to 2.2.60.5, timeout is 2 seconds:
Frrti

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms

SwWS#ping 2.2.60.4
Type escape sequence to abort.

sending 5, 100-byte ICMP Echos to 2.2.60.4, timeout is 2 seconds:
Frrri

success rate is 100 percent (5/53), round-trip min/avg/max = 1/1/1 ms

1.1.e [iii] load-balancing

Flows can become polarized (like CEF polarization) to a specific link if their flow is not classified as
diverse. So depending on the etherchannel load balancing hashing algorithm, we might get
polarization. By default, Cisco devices just hash the flow based on the source mac address, which is
susceptible to polarization, thus this should be changed to something like src+dst ip and src + dst ports.

Note: changing this value is only locally significant and does not need to match. In fact, some people
choose to have it not match when they don’t have any good load balancing options.

The LB method is based on a flow-by-flow behavior.

Example: If one of your port channels is configure as an access PC towards a server. The upstream

switch receiving the frames from the server will see only one MAC address — the one assigned to the
NIC of the Server.

The Switch will then say — for all frames coming from the server (for Example) use the first link in the
port-channel to forward. The result is the first link will constantly have high-utilization.
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Here’s how we can change that algorithm.config:

port-channel load-balance <method>

port-channel load-balance src-ip

port-channel load-balance dst-ip

port-channel load-balance src-mac

port-channel load-balance dst-mac

port-channel load-balance src-dst-ip

port-channel load-balance src-dst-mac

verify: show etherchannel load-balance

We can test our load balancing further via a test command:

test etherchannel load-balance int port-channl <num> <ip or mac>

basically CEF handles L3 load balancing, and a different hashing bucket handles the L2 load balancing

SwW2#show etherchannel Toad-balance
Etherchanne]l Load-Balancing Configuration:
src-dst-ip

Etherchanne] Load-Balancing Addresses Used Per-Protocol:
Non-IP: Source XOR Destination MAC address

IPv4d: Source XOR Destination IP address

IPvE: Source XOR Destination IP address

sw2(config)#port-channel load-balance ?
dst-ip DstT IP Addr
dst-mac DsT Mac Addr
src-dst-ip  Src XOR Dst IP Addr
src-dst-mac Src XOR Dst Mac addr
src-ip src IP Addr
SrC-mac Src Mac addr

1.1.e [iv] etherchannel misconfiguration guard

EtherChannel Guard

You can use EtherChannel guard to detect an EtherChannel misconfiguration between the switch and a
connected device.

A misconfiguration can occur if the switch interfaces are configured in an EtherChannel, but the
interfaces on the other device are not.

A misconfiguration can also occur if the channel parameters are not the same at both ends of the
EtherChannel.

If the switch detects a misconfiguration on the other device, EtherChannel guard places the switch
interfaces in the error-disabled state, and displays an error message.

You can enable this feature by using the global configuration command:
spanning-tree etherchannel guard misconfig
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SWl#show spanning-tree summary

switch is in pvst mode

rRoot bridge for: VLANOOOLl, VLANOO11l, VLANOO21, VLANOOI1, VLANOO41, VLANOOS1
VLANOZOO

Extended system ID is enabled

portfast Default is edge

Portfast Edge BPDU Guard Default is enabled

Portfast Edge BPDU Filter Default is disabled

Loopguard Default is disabled

PVST Simulation Default is enabled but inactive in pvst mode
Bridge Assurance is enabled but inactive in pvst mode
Etherchannel misconfig guard is enabled

configured pPathcost method used is short

UplinkFast is disabled

BackboneFast is disabled

Use case:

You should use care when using the on mode. This is a manual configuration, and ports on both ends of
the EtherChannel must have the same configuration. If the group is misconfigured, packet loss or
spanning-tree loops can occur.

1.1.f Implement and troubleshoot spanning-tree

Spanning Tree Protocol

Spanning Tree Protocol (STP) is a Layer 2 link management protocol that provides path redundancy
while preventing loops in the network. For a Layer 2 Ethernet network to function properly, only one
active path can exist between any two stations. Multiple active paths among end stations cause loops
in the network. If a loop exists in the network, end stations might receive duplicate messages. Switches
might also learn end-station MAC addresses on multiple Layer 2 interfaces. These conditions result in
an unstable network. Spanning-tree operation is transparent to end stations, which cannot detect
whether they are connected to a single LAN segment or a switched LAN of multiple segments. The STP
uses a spanning-tree algorithm to select one switch of a redundantly connected network as the root of
the spanning tree. The algorithm calculates the best loop-free path through a switched Layer 2 network
by assigning a role to each port based on the role of the port in the active topology

Root—A forwarding port elected for the spanning-tree topology

Designated—A forwarding port elected for every switched LAN segment

Alternate—A blocked port providing an alternate path to the root bridge in the spanningtree
Backup—A blocked port in a loopback configuration

1.1.f [i] PVST+/RPVST+/MST

PVST+

—|EEE 802.1D

— runs a spanning-tree instance for each VLAN
— uses an aging-timer

— limited to 128 spanning-tree instances

rapid-PVST+

— IEEE 802.1w

—to provide rapid convergence, all dynamically learned MAC address entries are deleted
when a topology change is received

— limited to 128 spanning-tree instances
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MSTP

—|EEE 802.1s

—can map multiple VLANSs to the same spanning-tree instance

—runs on top of rapid-PVST+

— limited to 65 MST instances

—the number of VLANSs that can be mapped to an MST instance is unlimited

Here is the example configuration and topology :

SW1 will be root bridge for 11,21,31,41,51 with an priorty 24576
SW2 will be root bridge for 10,20,30,40,50 with an priorty 28672
SW1 will be root bridge for 61,71,81,91,101 with an priorty 24576

SW2 will be root bridge for 60,70,80,90,100 with an priorty 28672

Configuration:

Swi1i

spanning-tree mode pvst

spanning-tree portfast edge default
spanning-tree portfast edge bpduguard default
spanning-tree extend system-id

spanning-tree vlan 10,20,30,40,50 priority 28672
spanning-tree vlan 11,21,31,41,51 priority 24576
I

SW2

spanning-tree mode pvst

spanning-tree portfast edge default
spanning-tree portfast edge bpduguard default
spanning-tree extend system-id

spanning-tree vlan 10,20,30,40,50 priority 24576
spanning-tree vlan 11,21,31,41,51 priority 28672
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SW3

spanning-tree
spanning-tree
spanning-tree
spanning-tree
spanning-tree
spanning-tree

Sw4

spanning-tree
spanning-tree
spanning-tree
spanning-tree
spanning-tree
spanning-tree

Verifications:

mode pvst

portfast edge default

portfast edge bpduguard default
extend system-id

vlan 60,70,80,90,100 priority 28672
vlan 61,71,81,91,101 priority 24576

mode pvst

portfast edge default

portfast edge bpduguard default
extend system-id

vlan 60,70,80,90,100 priority 24576
vlan 61,71,81,91,101 priority 28672

CCIE Journey 2019

SW1 SW2

Swl#show spanning-tree root port | in root Sw2#show spanning-tree root port | in root
VLANQOOL This bridge is root VLANDOOL This bridge is root
VLANOOL11 This bridge is root VLANOO10 Thjs bridge is root
VLANDO21 This bridge is root VLANOO20 This bridge is root
VLANOO31 This bridge is root VLANOO30 This bridge is root
VLANOO41 This bridge is root VLANOO40 This bridge is root
VLANOOS1 This bridge is root VLANOOS0 This bridge is root

SW3 SwW4

Sw3#show spanning-tree root port | in root swi#show spanning-tree root port | in root
VLANOOOL This bridge is root VLANOOOL This bridge is root
VLANDOGL This bridge 15 root VLANOOG0 This bridge 15 root
VLANOO71 This bridge is root VLANOO70 This bridge is root
VLANOOS1 This bridge is root VLANDOBO This bridge is root
VLANOO91 This bridge is root VLANOOS0 This bridge is root
VLAND101 This bridge is root VLANO100 This bridge is root

Now change spanning tree mode to rapid-pvst on SW1, SW2, SW3, SW4

Output show in all switches same like SW1 (other switches will show vlan as per the configuration).

Swil#show 5pann1ng -tree summary
Switch is in rapid-pvst mode

Root bridge for:
VLANOZ00
Extended system ID
portfast Default
portfast Edge BPDU
portfast Edge BPDU
Loopguard Default

PVST Ssimulation pDefault

enabled
is edge

is enabled
disabled
disabled

Guard Default
Filter pefault

Bridge Assurance is enabled
etherchannel misconfig guard is enabled
configured Pathcost method used is short

uplinkFast is disabled
BackboneFast is disabled

51
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Now change spanning tree mode to MST on SW1, SW2, SW3, SW4
Output show in all switches same like SW1 (other switches will show vlan as per the configuration).

SwWl#show spa sum
switch is in mst mode (IEEE standard)
Root bridge for: MsSTO

Extended system ID is enabled

portfast Default is edge

Portfast Edge BPDU Guard Default is enabled

Portfast Edge BPDU Filter Default is disabled

Loopguard Default is disabled

PVST Simulation is enabled

Bridge Assurance is enabled

EtherChannel misconfig guard is enabled

Configured pathcost method used is short (Operational value is Tong)
UplinkFast is disabled

BackboneFast is disabled

Name Blocking Listening Learning Forwarding S5TP Active
MsTO 2 0 0 8 10
1 mst 2 0 0 8 10

1.1.f [ii] switch priority, port priority, path cost, STP timers
Port Priority

If a loop occurs, spanning tree uses the port priority when selecting an interface to put into the
forwarding state. You can assign higher priority values (lower numerical values) to interfaces that you
want to select first and lower priority values (higher numerical values) that you want to select last. If all
interfaces have the same priority value, spanning tree puts the interface with the lowest interface
number in the forwarding state and blocks the other interfaces.

The default switch priority is 32768
default port priority is 128

Cost Values:

Traffic to root will always follow the lowest cost path to reach root. The cost is a cumulative over all
links to the root and based on link type. The links with the lowest cost will be elected the designated
port. If there ends up a tie — then the switches will fall back to their own bridge ID

Bandwidth OLD STP Value New STP Value

10 MB 100 2,000,000

100MMbps 19 200,000

1GB 4 20,000

10GB 2 2,000

100GB NA 2000

1Tbbs NA 20

Port-channels 12 (depends on how many
members are in channel (this
example reflects 200Mb or 2
100MB links)
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STP Timers:
Variable Description
Hello timer Controls how often the switch broadcasts hello messages to other

switches.

Forward-delay |Controls how long each of the listening and learning states last before the
timer interface begins forwarding.

Maximum-age |Controls the amount of time the switch stores protocol information

timer received on an interface.

Transmit hold  [Controls the number of BPDUs that can be sent before pausing for 1
count second.

VLANCOLO
RooT ID Priority 24586
Address aabb. cc00. 2000
Cost 56
Port 67 (Port-channell2)

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

el oA ROO A

Default timers:

hello time 2,

max age time 20 (dead interval)

forward delay time 15 (how long to wait between listening and learning)
Changing these per switch has no meaning.

Only the root bridge can set these and propagate them down.

Changing timers:

conft

spanning-tree vlan 1 hello-time 1
spanning-tree vlan 1 forward-time 8
spanning-tee vlan 1 max-age 10

1.1.f [iii] port fast, BPDUguard, BPDUfilter

PortFast
With RSTP this is now an open standard and is called an EDGE port, however the configuration is still
very similar to 802.1d portfast

Allows a port running STP to go from blocking to forwarding immediately. This skips listening and
learning (15 + 15 sec)

Should only be enabled on access switches, edge ports. Requires extra parameters to be configured
On a trunk port. Can still prevent loops.

This also prevents topology change notifications from being sent when a port goes up or down.
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Here is example topology: SW4 interface Ethernet 1 / 4 connected to PC with access port.

Swi#show spanning-tree interface ethernet 1/2 detail
Port 7 (Ethernetl/2) of vLANDQOO2Z is designated forwarding

Port path cost 100, Port priority 128, Port Identifier 128.7.
Designated root has priority 8194, address aabb.cc00.7000
Designated bridge has priority 32770, address aabb.cc00.4000
Designated port id is 128.7, desi?ﬂated ath cost 112
Timers: message age 0, forward delay 0, nold 0O
Mumber of transitions to forwarding state: 1
The port is in the portfast edge mode by default
Link type is point-to-point by default
Bpdu guard is enabled by default
BPDU: sent 90, received 0

swi#show spanning-tree interface ethernet 1/2 portfast
VLANOOOZ enabled

Chadd &
Note: Configure PortFast edge only on ports that connect to end stations; otherwise, an accidental
topology loop could cause a data packet loop and disrupt switch and network operation.

BPDU Guard

The Bridge Protocol Data Unit (BPDU) guard feature can be globally enabled on the switch or can be
enabled per port, but the feature operates with some differences.

When you enable BPDU guard at the global level on PortFast edge-enabled ports, spanning tree shuts
down ports that are in a PortFast edge-operational state if any BPDU is received on them. In a valid
configuration, PortFast edge-enabled ports do not receive BPDUs. Receiving a BPDU on a Port Fast
edge-enabled port means an invalid configuration, such as the connection of an unauthorized device,
and the BPDU guard feature puts the port in the error-disabled state. When this happens, the switch
shuts down the entire port on which the violation occurred.

When you enable BPDU guard at the interface level on any port without also enabling the PortFast
edge feature, and the port receives a BPDU, it is put in the error-disabled state.

The BPDU guard feature provides a secure response to invalid configurations because you must
manually put the interface back in service. Use the BPDU guard feature in a service-provider network to
prevent an access port from participating in the spanning tree.

BPDU Filter
BPDU Filter prevents ANY BPDUs from leaving or being received on portfast enabled ports. Can be
enabled globally, or per port.

Configuration:
# spanning-tree portfast edge bpdufilter default

# spanning-tree bpdufilter enable
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Note : Enabling BPDU filtering on an interface is the same as disabling spanning tree on it and can
result in spanning-tree loops.

UplinkFast — Fast uplink recovery at the access layer where a switch has a backup/alternate root port in
blocked state, enables port to immediately move to forwarding state. Alternate port cost with UplinkFast
is very high, preventing access switch from becoming a transit point.

We use SWACCL for testing, default spanning uplinkfast not enable, so it will take time for recovery as
below tests.
SWACCl#show spanning-tree summary

Switch is in pvst mode
root bridge for: none

Extended system ID is enabled

portfast Default is disabled

portfast Edge BPDU Guard pefault is disabled

portfast Edge BPDU Filter Default is disabled

Loopguard Default is disabled

PVST Simulation Default is enabled but inactive in pvst mode
Bridge Assurance is enabled but inactive in pvst mode
etherchannel misconfig guard is enabled

configured Pathcost method used is short

uplinkFast is disabled

BackboneFast is disabled

SWACC1 shutdown the Ether0/0 towards SW2 since Ether 0/1 in blocking mode.

SWACCl#show spanning-tree blockedports

Name Blocked Interfaces List

VLANOOO2 Et0/1

SWACC1(config)#interface ethernet 0/0
SWACC1(config-if)#tshutdown

SLINK-5-CMANGED: Interface ethernetd/0, changed state to administratively down
SLINEPROTO-S-UPDOWN: Line protocol on Interface ethernetd/0, changed state to down

SNACCI#show spanning-tree blockedpores

Name nlocked 1nterfaces List

Nusber of blocked ports (segments) in the systen | 0

From PC 1 ping continuous for observing the recovery time.
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Enable spanningtree uplinkfast

SARCCLoshow SPINRING-Trée Summary
Switch 13 1n pyat mode
Root bridge Tor: rone

Extended system 1D 1s enabled

Portfast pefault i3 disabled

rorcfast Edge BPOLU Guaro Defauit 13 disabled

Purefast Fdge DPDU Filter Default iy disadled

Loasgquard pefault 13 disabled

PYUST Sisulatfon Cefault 13 edled but fnactive in pust sode
Bridge Assurance 13 enabled but inactive 1n pust sade
Ethercharnel I‘!(m"lq‘gd 13 enabled

Configured PAThCosT me wsed 15 short

uplinkFast 13 enabled

sackborerast 15 disabled

Natw slocking Listening Learning Forwarding TP AcTive
VLANOOO2 1 -] o ? 3

1 vian 1 ] ] ? ]

Sration update rate set 1o 130 packets/nec,
UpTinkFast stavistics

Nusber of tramsitions via uplirkFast (411 Viaws) ;0
Nusber o‘ proxy euliticast Jodresses transadtted (a1l veans) @ 0
SweCCle

SWACC1(config)#interface ethernet 0/0
SWACC1(config-if)#shutdown

LSPANTREC_FAST-7-PORT_FWO_UPLINK: VLANOOD2 EthernetO/1 moved to Forwarding (uplinkFast).

NLINK-S-CHANGED: Interface Ethernet0/0, changed state to admfnistratively down
SLINEPROTO-5-UPDOWN: Line protocol on Interfice ethernecd/ /¢, changed STate to down

PC side no ping loss

woCs> ping 2.2,2.4 -€ 100000

54 bytes from 2, 1cep.seqel Ttle233 time=3,079 w5
B4 bytes from 2 feop_seqel t1]1e255 timewd, 191 s
&4 bytes Trom 2 1cep_s0qe3 TT1=255 Time=3. 570 ws
&4 bytes from 2 fowp seqed Ttl=255 time=3.354 oz
84 bytes from 2, 1capseqed ttle2ss times2, 344 3a
84 byves from 7, Teep_seqe TT1e255 CUimes2, M6 =5
&4 bytes Trom 2 1cep_seqe? TT1=255 timo=3. 435 s
54 bites from 2. 1cep seqe8 1t1=253 time=2.763 v3
%2 bytes from 2, feep_seqed 111253 times2,. 931
£4 bytes from 2. 1eop_58qe10 tT1«255 tieesl. 773 o5
84 bytes from 2. 1cep _sequll TUI=235 tise=3. 144 ms
B4 e3 from 2. joep. 3egel? ttl=255 time=3,244 m
&4 bytes from 2 feep_seqel) TL1e2%5 tieeed, 773 m
&4 bytes froe 2 1cep_s0q=14 TT1=255 Tiao=3.207 e
54 tytes from 2 fcep seq=l5 tt]=2535 tise=3, 571 ms
s es from 2. forp_seqel0 ttle233 time=2, 685 m
&4 bytes from 2, 1cep_seqel” TT1w255 tiseed, 037 m
54 hytes from 2. 1cep_seqeld TT1=255 Tiae=3.222 ms
B4 bytes from 2, 1cep. 30q=19 ttle255 time=d,. 271 m
&4 bytes from 2, feep_3eqed t11e2ss tise=), 502 =

Checking spanningtree uplinkfast :

SwWACCl#show spanning-tree uplinkfast
uplinkFast is enabled

Station update rate set to 150 packets/sec.
uplinkFast statistics

Number of transitions wia uplinkfFast (all VvLANs)
Number of proxy multicast addresses transmitted (all VLANS)

Name Interface List

EL0/0(fwd), ETO/1

VLANO0O2
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BackboneFast — Enables a switch to recognize and respond to an indirect link failure by transitioning a
blocking port to forwarding without waiting for the max-aging timer to expire, it moves straight to listening
mode.

ce
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We are testing VLAN 11, the root bridge for the VLAN 11 is SW1, below tests before backbonefast
enabled.

Sw2#show sbannﬁné—tree summary
switch is in _pvst mode
Root bridge for: VLANOOO1, VLANOO10, VLAN0OO20, VLANOO30, VLANOO40, VLANOOS0

Extended system ID is enabled

portfast pefault is edge

portfast Edge BPDU Guard Default is enabled

Portfast Edge BPDU Filter Default is disabled

Loopguard Default is disabled

PVST Simulation Default is enabled but inactive in pvst mode
Bridge Assurance is enabled but inactive in pvst mode
Etherchannel misconfig guard is enabled

configured pathcost method used is short

upTlinkFast is disabled

BackboneFast is disabled

You need to enable all backbone switches SW1, SW2, SW3, SW4, if any alternative link fails, it will be
routed to other route.

Configt

SW1(config)#spanning-tree backbonefast

SWl#show spanning-tree summary

switch is in pvst mode

root bridge for: vLANOOOL, wWLANDOL1l, VLANOOZ1, VLANOO31, vLANOO41l, VLANOOSL
VLAND200

Extended system ID is enabled

portfast pefault is edge

portfast Edge BPDU Guard Default is enabled

portfast Edge BPDU Filter Default is disabled

Loopguard pefault is disabled

PVST simulation pefault is enabled but inactive in pvst mode

Bridge Assurance is enabled but inactive in pvst mode

Etherchannel misconfig guard is enabled

configured pathcost method used is short

uplinkFast is disabled

BackboneFast is enabled

1.1.f [iv] loopguard, rootguard

LoopGuard — LoopGuard enables detection of uni-directional link failures, where an interface is only
able to send or receive.

UDLD — can be enabled on interfaces that are not running STP. The loop guard feature in inherit to STP
and must be configured on an L2 interface only.

Loop Guard

You can use loop guard to prevent alternate or root ports from becoming designated ports because of a
failure that leads to a unidirectional link. This feature is most effective when it is enabled on the entire
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switched network. Loop guard prevents alternate and root ports from becoming designated ports, and
spanning tree does not send BPDUs on root or alternate ports.When the switch is operating in PVST+ or
rapid-PVST+ mode, loop guard prevents alternate and root ports from becoming designated ports, and
spanning tree does not send BPDUs on root or alternate ports.

When the switch is operating in MST mode, BPDUs are not sent on nonboundary ports only if the
interface is blocked by loop guard in all MST instances. On a boundary port, loop guard blocks the
interface in all MST instances.

Config-
Conf# spanning-tree loopguard default
Conf-if# spanning-tree guard loop

RootGuard

Root guard makes sure that if we receive a superior BPDU on certain ports that we don’t trust them,
and we can put the port into blocking state. Root guard should be enabled on “edge” or access ports.
It's usually accompanied by portfast. When a superior BPDU comes in, our ports go into root
inconsistent-state. If inferior BPDUs come to that port, the port should come back up.

Configure RootGuard:

From the root switch — on the downstream facing interfaces.
# spanning-tree guard root

1.1.g Implement and troubleshoot other LAN switching technologies

1.1.g [i] SPAN, RSPAN, ERSPAN
SPAN

Switchport analyzer (SPAN)

We need visibility on the traffic coming into our LAN. We have a network monitor device that we want
to send copies of the frames to. SPAN ports allow you to mirror a port to another one so you can
capture unicast data on the side.

In span you define the source and destination ports, the source being the original port you want to
clone.

You can choose to copy ingress, egress or both.
Local SPAN — the source and destination ports all belong to the same switch

== —=f). B -8
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Above diagram SW1 have interface VLAN 11 and we going to SPAN the traffic to Interface 3/3 and run
Wireshark and see the traffic.

Here is the configuration on SW1:

monitor session 1 source vlan 11
monitor session 1 destination interface ET3/ 3
|

You can observe now that interface is in Monitoring.

Ethernet3/3 is up, Tine protocol is down (mcrn‘itcrr‘ing)
Hardware is Ethernet, address is aabb.cc00.1033 (bia aabb.cc00.1033)
Description: WIRESHARK

DI T ol T T R P ot W T L - R T R

Verify the session:

SWl#show monitor session 1

Session 1
Type : Local session
Source VLANS :
Both 11
Destination Ports : ET3/3
Encapsulation ! Native

Now initiate the ping from SW1 to PC with IP: from 2.2.11.1 t0 2.2.11.22 and observe the Wireshark
output which was connected to Ethernet 3/3.

swl#ping 2.2.11.22
Type escape sequence to abort.

sending 5, 100-byte ICMP Echos to 2.2.11.22, timeout is 2 seconds:
Frrti

success rate is 100 percent (5/5), round-trip min/avg/max = 1,/1/3 ms

swi#f]

SAeieiRd, seget/e, ttl
2.2:11.3% 2.3.11.1 [ow

2 Ldede B,
2,2.11.% .2.0.2 e,

1
.

' 1 AdedeDigd, s
1 1dee0DM, seqe
A Tcho (ping) request  Sdededond,
)

4.

4

SA-me0ndd, seg

|

1

1
3 J i 1
THN ... ow 13
11
1 SRR,

aa.n 2.2.11.1 ow

2.2-13.2 2.2.11.1 I LSO,

S,

133 7. METI0 2.3.30..32 2.2.11.1 44 ) reply LA, anged /1024, ttinfd {request in 1%1)

RSPAN

Remote SPAN — The source and destination ports are not on the same switch.
Remote SPAN requires a trunk since RSPAN traffic is on a different vlan.
ERSPAN

ERSPAN (enhanced). Encapsulating frames into GRE then IP so it can be routed to a destination
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1.2 Layer 2 Multicast

1.2.a Implement and troubleshoot IGMP

IGMP is used to dynamically register individual hosts in a multicast group on a particular LAN. Enabling
PIM on an interface also enables IGMP. IGMP provides a means to automatically control and limit the
flow of multicast traffic throughout your network with the use of special multicast queriers and hosts.

A querier is a network device, such as a router, that sends query messages to discover which network
devices are members of a given multicast group.

A host is a receiver, including routers, that sends report messages (in response to query messages) to
inform the querier of a host membership. Hosts use IGMP messages to join and leave multicast groups.

Hosts identify group memberships by sending IGMP messages to their local multicast device. Under
IGMP, devices listen to IGMP messages and periodically send out queries to discover which groups are
active or inactive on a particular subnet.

IGMP Multicast Addresses

IP multicast traffic uses group addresses, which are Class D IP addresses. The high-order four bits of a
Class D address are 1110. Therefore, host group addresses can be in the range 224.0.0.0 to
239.255.255.255.

Multicast addresses in the range 224.0.0.0 to 224.0.0.255 are reserved for use by routing protocols and
other network control traffic. The address 224.0.0.0 is guaranteed not to be assigned to any group.

IGMP packets are transmitted using IP multicast group addresses as follows:

e IGMP general queries are destined to the address 224.0.0.1 (all systems on a subnet).

e IGMP group-specific queries are destined to the group IP address for which the device is
querying.

e IGMP group membership reports are destined to the group IP address for which the device is
reporting.

o IGMPv2 leave-group messages are destined to the address 224.0.0.2 (all devices on a subnet).

e IGMPv3 membership reports are destined to the address 224.0.0.22; all IGMPv3-capable
multicast devices must listen to this address.

1.2.a [I] IGMPv1, IGMPv2, IGMPv3

IGMP Versions

The switch supports IGMP version 1, IGMP version 2, and IGMP version 3.
IGMP Version 1

IGMP version 1 (IGMPv1) primarily uses a query-response model that enables the multicast router and
multilayer switch to find which multicast groups are active (have one or more hosts interested in a
multicast group) on the local subnet. IGMPv1 has other processes that enable a host to join and leave a
multicast group.
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IGMP Version 2

IGMPv2 extends IGMP functionality by providing such features as the IGMP leave process to reduce
leave latency, group-specific queries, and an explicit maximum query response time. IGMPv2 also adds
the capability for routers to elect the IGMP querier without depending on the multicast protocol to
perform this task.

Note : IGMP version 2 is the default version for the switch.
IGMP Version 3
The switch supports IGMP version 3.

An IGMPv3 switch supports Basic IGMPv3 Snooping Support (BISS), which includes support for the
snooping features on IGMPv1 and IGMPv2 switches and for IGMPv3 membership report messages. BISS
constrains the flooding of multicast traffic when your network includes IGMPv3 hosts. It constrains
traffic to approximately the same set of ports as the IGMP snooping feature on IGMPv2 or IGMPv1
hosts.

An IGMPv3 switch can receive messages from and forward messages to a device running the Source
Specific Multicast (SSM) feature.

11.11.11.0/24
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Enable multicast routing on HO, HO2, SERVER, CLIENT start with Dense mode.
Here VLC Server is Streaming Video and VLC Client receiving

Dense mode uses a push model, meaning that the multicast traffic is flooded throughout the network.
This is called a flood and prune model because initially the traffic is flooded to the network, but after the
initial flood the routers with no receivers are pruned.
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Below configuration for all the device configured:

CCIE Journey 2019

HO

HO2

SERVER

Client

hostname HO

I

ip multicast-routing

I

!

ip cef

no ipv6 cef

I

I

!

interface Port-
channell

no switchport

ip address 11.11.11.1
255.255.255.0

ip pim dense-mode

I

interface Ethernet0/0
no switchport

ip address 22.22.22.1
255.255.255.0

ip pim dense-mode

I

interface Ethernet0/2
no switchport

no ip address
channel-group 1 mode
active

I

interface Ethernet0/3
no switchport

no ip address
channel-group 1 mode
active

hostname HO2

|

ip multicast-routing

!

!

ip cef

no ipv6 cef

!

!

!

interface Port-
channell

no switchport

ip address 11.11.11.2
255.255.255.0

ip pim dense-mode

!

interface Ethernet0/0
no switchport

ip address 33.33.33.1
255.255.255.0

ip pim dense-mode

|

interface Ethernet0/2
no switchport

no ip address
channel-group 1 mode
active

!

interface Ethernet0/3
no switchport

no ip address
channel-group 1 mode
active

hostname SERVER

I

ip multicast-routing

!

I

ip cef

no ipv6 cef

!

interface Ethernet0/0
no switchport

ip address 22.22.22.2
255.255.255.0

ip pim dense-mode

!

interface Ethernet0/3
no switchport

ip address 50.50.50.1
255.255.255.0

ip pim dense-mode
ip igmp join-group
239.1.1.1

hostname CLIENT

!

ip multicast-routing

!

|

ip cef

no ipv6 cef

!

interface Ethernet0/0
no switchport

ip address 33.33.33.2
255.255.255.0

ip pim dense-mode

!

interface Ethernet0/3
no switchport

ip address 10.10.3.1
255.255.255.0

ip pim dense-mode
|
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Verify the pim interface:

HO#show ip pim interface

Address Interface ver,/ Nbr Quer DR
Mode Count Intwv Prior

11.11.11.1 Port-channell v2/0 1 30 1

22.22.22.1 Ethernero/0 v2/D 1 30 1

CCIE Journey 2019

DR

11.11.11.
22.22.22.

HO#show ip mro
HO#show ip mroute
IP Multicast Routing Table

Flags: D - Dense, 5 - Sparse, B - Bidir Group, s - 55M Group, € - Connected,

HELDZO <N —r

outgoing
Timers:

i

Local, P - Pruned, R - RP-bit set, F - Register flag,

SPT-bit set, 1 - Join SPT, M - MSDP created entry, E - EXtranet,
Proxy Join Timer Runming, A - Candidate for MSDP Advertisement,
URD, I - Received Source Specific Host Report,

Multicast Tunnel, z - MDT-data group sender,

Joined MDT-data group, ¥ - Sending to MDT-data group,

Received BGP C-Mroute, g - Sent BGP C-Mroute,

rReceived BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
Received BGP S-A Route, g - Sent BGP S5-A Route,

RD & Vector, v - Vector, p - PIM Joins on route,

VXLAN group

nterface flags: H - Hardware switched, A - Assert winner, p - PIM Join

Uptime/Expires
Interface state: Interface, Next-Hop or VCD, State/Mode

(*, 224.0.1.40), 00:20:55/00:02:10, RP 0.0.0.0, flags: DCL
Incoming interface: Null, RPF nbr 0.0.0.0
outgoing interface 1ist:
Ethernet0/0, Forward/Dense, 00:19:59/stopped
Port-channell, Forward/Dense, 00:20:55/stopped

SERVER#show ip pim imterface

Address nterface ver/ Nbr quer DR
Mode Count Intw Prior

22.22.22.2 Ethernet0/0 v2/D 1 30 1

50.50.50.1 ethernet0/3 v2/D 0 30 1

SERVER#Fshow ip mroute
IP Multicast Routing Table
Flags: D - Dense, 5 - Sparse, B - Bidir Group, s - 55M Group, C - Connected,

HELEZO<<NCxHr

outgoing
Timers:

- Local, P - Pruned, R - RP-bit set, F - Register flag,

P B

DR

22.22.22.2
50.50.50.1

- SpT-bit set, 1 - Join SPT, M - MSDP created entry, E - EXtranet,
- Proxy Join Timer Running, A - Candidate for MSDP Advertisement,

- URD, I - Received Source Specific Host Report,

- Multicast Turnnel, z - MDT-data group sender,

- Joined MDT-data group, ¥ - Sending to MDT-data group,
- Received BGP C-Mroute, g - Sent BGP C-Mroute,

- Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,

- Received BGP 5-A Route, q - Sent BGP S-A Route,
- RD & Vector, v - Vector, p - PIM Joins on route,
- WXLAN group

imterface flags: H - Hardware switched, A - Assert winner, p - PIM Join

Uptime/Expires

Interface state: Interface, Next-Hop or VCD, State/Mode

(®*, 239.1.1.1), 00:20:35/00:02:53, RP 0.0.0.0, flags: DCL
Incoming imterface: Null, RPF nbr 0.0.0.0
outgoing imterface list:
Ethernetd/3, Forward/Dense, 00:19:51/stopped
Ethernetd,/0, Forward/Dense, 00:20:35/stopped

(*, 239.255.255.250), 00:21:14/00:02:52, RP 0.0.0.0, flags: DC
Incoming imterface: Null, RPF nbr 0.0.0.0
outgoing inmterface 1list:
Ethernetd,/3, Forward/Dense, 00:21:14/stopped
Ethernetd/0, Forward/Dense, 00:21:14/stopped

(=, 224.0.1.40), 00:21:15/00:02:57, RP 0.0.0.0, flags: DCL
Incoming imterface: mNull, RPF nbr 0.0.0.0
outgoing inmterface 1ist:
Ethernetl/0, Forward/Dense, 00:21:15/stopped
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CLIENT#show ip pim interface

Address Interface ver,/ Mbr quer DR DR

Mode count Intv Prior
33.33.33.2 ethernet0/0 v2,/D 1 30 1 33.33.33.2
10.10.3.1 Ethernet0/3 v2/D 0 30 1 10.10.3.1

CLIENT#show ip mroute
IP Multicast Routing Table
Flags: D - Dense, 5 - Sparse, B - Bidir Group, s - 55M Group, € - Connected,
- Local, P - Pruned, R - RP-bit set, F - Register flag,
- SPT-bit set, 1 - Join SPT, M - MSDP created entry, E - Extranet,
- Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
- URD, I - Received Source Specific Host Report,
- Multicast Tunnel, z - MDT-data group sender,
Joined MDT-data group, y - Sending to MDT-data group,
- Received BGP C-Mroute, g - Sent BGF C-Mroute,
- Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
- Received BGP 5-A Route, g - Sent BGP S-A Route,
- RD & Vector, v - Vector, p - PIM Joins on route,
- VXLAN group
outgoing imterface flags: H - Hardware switched, A - Assert winner, p - PIM Join
Timers: Uptime/Expires
Interface state: Interface, Next-Hop or WCD, State/Mode

HELZo=<MNCx=r
1

(%, 239.1.1.1), 00:22:05/00:02:01, RP 0.0.0.0, flags: DC
Incoming imterface: Null, RPF nbr 0.0.0.0
outgoing inmterface Tist:
Ethernetd/3, Forward/Dense, 00:22:05/stopped
ethernetd/0, Forward/Dense, 00:22:05/stopped

(%, 239.255.255.250), 00:22:05/00:02:55, RP 0.0.0.0, flags: DC
Incoming imterface: Null, RPF nbr 0.0.0.0
outgoing interface Tist:
ethernet0/3, Forward/Dense, 00:22:05/stopped
Ethernet0/0, Forward/Dense, 00:22:05/stopped

(*, 224.0.1.40), 00:22:06/00:02:01, RP 0.0.0.0, flags: DCL
Incoming imterface: Null, RPF nbr 0.0.0.0
outgoing imterface Tist:
ethernet0/0, Forward/Dense, 00:22:06/stopped

1.2.a [ii] IGMP snooping

= Allows switch to listen to IGMP conversations between host and router
=  When switch hears an report for host to multicast group it adds a host port number to the GDA
list
=  When it hears a IGMP leave it removed the hosts port from the CAM table entry
= Learning Router Port
= |GMP Membership query send to 01-00-5e-00-00-01 or 224.0.0.1
*  PIMv1 hello send to 01-00-5e-00-00-02 or 224.0.0.2
* PIMv2 hello send to 01-00-5e-00-00-0d or 224.0.0.13
* DVMRP probes send to 01-00-5e-00-04 or or 224.0.0.4
* MOSPF message send to 01-00-5e-00-05 or 06 or or 224.0.0.5 / 06
= Enabled on per-VLAN basis

By default, when PIM is configured on an interface, IGMPv2 is also enabled; the version of IGMP can be
changed using the ip igmp version command.

IGMP is enabled on interface
Current IGMP host version is 2

Ho#show ip igmp snooping
Global IGMP Snooping configuration:

IGMP snoopin : Enabled

IGMPv3 snooping : Not supported
Report_suppression : Enabled

TCN solicit query : Disabled

TCN flood query count 2

Robustness variable Hv

Last member query count r 2

Last member query interwval : 1000
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1.2.a [iii] IGMP querier

Sends periodic IGMP queries that trigger IGMP report messages from hosts that want to receive IP
multicast traffic.

Default:

IGMP query interval is 60 seconds
IGMP querier timeout is 120 seconds

Ho#show ip i?w interface

Port-channell 1s up, Tine provocol §s up
Internet address 15 11.11.11.1/24
IGMP i3 enabled on interface
current IGMP host version s 2
current IGwP router version 1s 2
IGvP query interval iz 60 seconds
IGvP configured query fnterval is 60 seconds
IGMP querier timeout 15 120 seconds
1P configured querier timeout 15 120 seconds
IGMP max query response time is 10 seconds
LAsT member query count 1s 2
LastT mesber query response interval 15 1000 ms
Inbound IGMP access group 15 not set
IGMP activity: 1 foins, 0 leaves
Multicast routing 15 enabled on frrerface
Multicast TTL threshold is @
Multicast designated router (DR) §s 11.11.11.2
IGMP querying router s 11.11.11.1 (this system)
Multicast groups joined by this system (nuwber of users):

224.0.1.3001)

Ethernet0/0 1s up, line protocol s wp
Internet address 15 22.22.22.1/24
IMP is enabled on interface
Current IGWP host version s 2
current IGMP router version 15 2
1P q or¥ interval 15 60 seconds
I@MP configured query interval is 60 seconds
IGMP querier timeout 5 120 seconds
1GP configured querier timeout 15 120 seconds
IGMP max query response time is 10 seconds
LAST member query count s 2
Last meaber query response interval 1s 1000 ms
Inbound IGMP access group iz not set
IGMP activity: 1 joins, 0 Teaves
Multicast routing is enabled on fnerface
Multicast TTL threshald 15 ©
Multicast designated router (DR) is 22.22.22.2
IGWP ?uerying router §s 22.22.22.1 (this system)
no multicast groups joined by this system

Ip debug igmp :

xmv(og. send v2 general Query o ParT-chanmell
1P (0): =6t roeurl delay time 1o 2.5 seconds far 224.0.1.40 an sort-channell
1enp(0): send v2 general query oo tthernet0/0

INP(0): Send v2 Report for 224.0.1.40 on Port-channell

IMP(0}: Received v2 Report on fort.channell from 11,11.11.1 for 224.0.1.40

IGP(0): Received Group record for group 224.0.1.40, mode 2 from 11.11.11.1 for O sources
IGHP(0); Updating EXCLLOE group timer for 224.0.1.40

IGHPLQ): MRT add/update Port-charnell for (*,224.0.1.40) by ©

20‘?(0;: Received v Report oo Ethernet0/0 from 22.22,22,2 for 224.0.1.40

IMP{0): Received Group record for group 224.0.1.40, made 2 from 22.22.22.2 Tor O sources
IGHP0) ! WAVL Iroert group: 224,0.1.40  interface: Ethernet0/0 muccessiyl

IP(0): SWITtChing To EXCLUDE mode Tor 224.0,1.40 oo sthermer(/0

TGMP(0): Updating EXCLUDE group Timer Tor 224.0.1.40

1p(0): MRT add/update sthornet/a for (*,224.0.1.40) ty O

1.2.a [iv] IGMP filter

Multicast IGMP membership report messages include the multicast group addresses that our receivers
want to join. By default, all multicast groups will be accepted.

It is possible to filter certain multicast groups. We can configure IGMP filtering on a multicast router or
on a switch where IGMP snooping is enabled.
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Let’s create access-list to test :

ip access-1list standard BB-Block-Filter
deny 224.0.1_40
_permit any

imterface etherner0/0

no switchport

ip address 22.22_22.1 255.255.255.0
ip pim dense-mode

ip igmp access—group BBE-Block-Filter
1

— - -

IcMP{0): Send v2 general Query on Port—channell
IGMP(0): Set report delay time to 7.1 seconds for 224.0.1.40 on Port—channell
IcMP{0): Send v2 general Query on Ethernet0/0

IGMP{0): Received w2 Report on Port-channell from 11.11.311.2 for 224.0.1.40

IGMP{0): Received Group record for group 224.0.1.40, mode 2 from 11.11.11.2 for 0 sources
IGMP(0): Cancel report for 224.0.1.40 on Port-channell

IGMP(0): uUpdating EXCLUDE group timer for 224.0.1.40

IGMP(0): MRT Add?update pPort-channell for (%*,224.0.1.40) by O

IcMP(0): Received w2 Report on Ethernet0/0 from 22.22.22.2 for 224.0.1.40
IGMP({*): Group 224.0.1.40 access denied on Ethernet0/0

1.2.a [v] IGMP proxy

Enables hosts in unidirectional link routing (UDLP) environment that are not directly connected to a
downstream router to join a multicast group sources from an upstream network

Besides adding PIM, we use two important commands:

e ip pim proxy-server: this command enables the actual proxying of IGMP membership reports.
e ip igmp helper-address udl: this command tells the router to send IGMP membership reports
to an upstream router that is connected on our UDL interface.
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1.3 Layer 2 WAN circuit technologies
1.3.a Implement and troubleshoot HDLC

HDLC is a bit -oriented synchronous data link layer protocol. It supports various layer 3 protocols in
addition to IP.

Cisco High-Level Data Link Controller (HDLC) is the Cisco proprietary protocol for sending data over
synchronous serial links using HDLC. Cisco HDLC also provides a simple control protocol called Serial
Line Address Resolution Protocol (SLARP) to maintain serial link keepalives. Cisco HDLC is the default
for data encapsulation at Layer 2 (data link) of the Open System Interconnection (OSl) stack for efficient
packet delineation and error control.

Note: Cisco HDLC is the default encapsulation type for the serial interfaces.

Cisco HDLC control protocol — Serial Line Address Resolution Protocol (SLARP) to maintain serial
link keepalives.

DTE-DCE

The communication through the WAN is through the DTE and the DCE device. A serial link is usually
made up of two DCE devices at each end. The DCEs connect to DTEs in the remote LAN networks.

The DTE is usually a router or similar device. This is usually the source of the information at a layer 2
perspective. The DTE usually sends the data to the DCE.

11.11.11.0724

1 2
B @ @ -
1T »Ho »ERq
=
(=0m) (D)
BB - CCIE
L2 WAN circuit technologies
2292 22 024 3333 133,0.“'24
&) D)
200 g2
[&] (=]
— —"
> VRO > VrQ
Default encapsulation HDLC.
HO BR
interface Serial1/0 interface Serial1/0
serial restart-delay O serial restart-delay O
ip address 11.11.11.1 255.255.255.0 ip address 11.11.11.2 255.255.255.0

67



Balaji Bandi CCIE Journey 2019

MOFshow interfaces
ser ialnj/o is Tinw protecol s w
Harduare 15 mar
MTU 1500 bytes
reliabilicy 2
Encapsulation wou
Kespalive set (1
Restart-pelay is
Last input 00:
LAST clearing of

serial 1/0 BRASTON (NTerTaces serial 1,0
seriall/o 13 u 1ioe protocol 13 g

Hardware 95 WAT
c WU 1500 Dytes, mw 1544 KbIT/5eC, DEY 20000 usec,
255 relfabt l1!y 255 txload 1/255, rxload 1/255
Encapsulation WBLC 16, loopback mot set
b.ow.m‘ll-.v it
Restarc-pala
Last input 100:
Last clear II)J of

, output 00:00:01,
Tshow interTace” counter S0
0 size/max/drops/flushes 3

tput 00:00:08

U output hang never
frterTace’

nlers 00:46:46

Irput queuve: 0/75 hl'.l‘ output drops: O Irput Quewe: 0/75/0/0 (si1ze/max/drops/flushes); Total cutput drops: O
Gueweing strategy: fi Queveing nrarcqy ;
OuTpuT qQueue: 0/40 (s120/eax) CULPUL Quess: ‘eax)
5 mirwte input rate 0 bits/sec, 0 packers/sec H n1nu(~ 1 « 0 packers/sec
S mirte m'pn rate O lnr-,xn. O packets/sec 5 minute rc, 0 packets/sec

38 packets irput, 483 ., 0 no buffer ) g

Received 38 broadcoas multicasts) °

. 0 ant Wott 1es 0

O 1rput errors, O Cad, O frame, 0 overrun, O 1gnared, O abort 0 input errors, v 0 overrun, O ignored. O abort

O packets output, 4880 h-,'(n. 0 underrurs 2 packets output . 0 underruns

O output errers, O collisions, 4 imerface resecs 0 Qutput errors, , 2 interface resets

0 wnknown protocol drops 0 unkrown prmqn] 1n,l|,

O output buffer Fullures, O autput buffers swapped out 9 output buffer Tallures, O output buffers seapped oot

4 carriar transitions CCO=up  DSh=- OTR=uy RTS=up CT3= Z carrter transitions CD=up DSReug (<34 T ATS=up CYS=uy

HOFshow cdp neighbors

Capability codes: R - Router, T - Trans Bridge, B - Source Route Bridge
5 - Switch, H - Host, I - IGMP, r - Repeater, P - Phone,
D - Remote, C - CVTA, M - Two-port Mac Relay

Holdtme
156

Local Inmtrfce
ser 1/0

Device ID
BR

Capability Platform Port ID
R B Linux Uni Ser 1/0

Total cdp entries displayed : 1

BRFshow cdp neighbors

Capability Codes: R - Router, T - Trans Bridge, B - Source Route Bridge
5 - switch, H - Host, I - IGMP, r - Repeater, P - Phone,
D - Remote, C - CVTA, M - Two-port Mac Relay

Holdtme
142

Local Tmerfce
ser 1/0

Device ID
HO

capability pPlatform Port ID
R B Linux uni ser 1/0

Total cdp entries displayed : 1

1.3.b Implement and troubleshoot PPP

PPP, while more detailed than HDLC, is still very easy to use and troubleshoot. It was designed by
simply taking HDLC and adding some fields in order to allow it to specify protocols carried within the L2
frame. This protocol field allows PPP to use many additional features such as authentication and
address assignment. Activating PPP itself on an interface is as simple as using the

interface encapsulation ppp command. While you could stop at this point and you would have a fully
functional link, the basic reason to do so is to use some of the added features that PPP gives.

PPP (point-to-point protocol)

Media independent encapsulation — also very lightweight

-serial, Ethernet, Frame Relay, ATM.

-encapsulation PPP

Adds features that other layer 2 medias don’t natively support.
-authentication

-Multilink

-fragmentation

-reliability

HO BR

interface Seriall/0

encapsulation ppp

serial restart-delay O

ip address 11.11.11.1 255.255.255.0

interface Seriall/0

encapsulation ppp

serial restart-delay O

ip address 11.11.11.2 255.255.255.0

Debug ppp negotiation will give debug
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PPP: Alloc Context [C4122124]

ppp4 PPP: Phase is ESTABLISHING

5el/0 PPP: Using default call direction

5el/0 PPP: Treating connection as a dedicated line
sel/0 PPP: session handle[A4000004] session id[4]
sel/0 LCP: Event[OPEN] state[Initial to starting]
5el/0 LCP: O CONFREQ [Starting] id 1 Tlen 10

sel/0 LCP: MagicNumber OxBCO6DF7D (0x0506BCO6DF7D)
5el1,/0 LCP: Event[UP] State[Starting to REQsent]

As soon as other found PPP

ppp6 #PP: Phase 15 ESTABLISHING

Sel/0 pPP: Using default call direction

Sel/0 PPP: Treating connection as a dedicated 1ine

Sel/0 pPP: Session handle[72000006] Session 1d[6

Sel/0 LCp: :vcm(ovfn! State[Initial to Starting

Sel/0 LCP: O CONFREQ Sta.rting% id 1 Ten 10

Se1/0 LCP: Magicsunber OxBCO788A7 (OxG506BCO78BAT)
sel/0 tcp: Event[ur] state[starci Lo REQsent]

Sel/0 LCP: I CONFREQ [REQsent] id 1 len 10

sel/0 LCp: Magicxunber oxoco79c59 (Ox0O506RCO7TICET)
$e1/0 LCP: O CONFACK [REQsent] id 1 len 10

Sel/0 wep: Magicsunber OxBCO79CE9 (OxO506BCOTHCED)
501/0 LCP: Event [Recaive Corrfﬁo?o] State[REQsent to ACKsent]
Sel/0 LCP: I CONFACK [ACksent] id 1 len 10

Sel/0 LCP: Magicaunber OxBCO788AT (Ox0506BCO788AT)
Sel1/0 LcP: Event[Receive cmfuk{ State[acKksent Lo Open)
5€1/0 PPP: Queue IPCP codell] id[1]

5e1/0 pPP: Discarded copcP codell] 1d[1{

5eL/0 pPP: Phase 15 FORNARDING, ATTempring Forward

$5€l/0 LCP: State 1s Open

S6L/0 PPP: Phase 15 ESTABLISHING, Finish LCp
SINEPROTO -5 - UP00WN: Line protocol on Interface Seriall/0, changed state to wup
Sel/0 PPP: Outbound cdp packet dropped, line protocol not up
Sel/0 PPP: Phase is »

sel/0 IPCP: Protocol configured, start ce. :ute[xnuhl]
5e1/0 IPCP: Event [oﬂ:ni state[znitial to starting]

Sel/0 IPCP: O CONFREQ [Startin 2) id 1 len 10

$el/0 IPCP: Address 11.11.11.2 (0xD30606080802)

Sel/0 1IPCP; Event[ue] State[&urﬂnq To REQsent]

501/0 coRcp: protocol configured, start CP, .tato[lnit‘la‘l]
Sel/0 COPCP: Event [OOIN} s:ato[xnith'l to Starting]

Sel/0 COPCP: O CONFREQ [Starting] id 1 len 4

Sel/0 CoPCP: Event[ur] State[sStarting to REQient]

5€1/0 PPP: Process pending ncp packets

sel,/0 1PCP: medirect packet to_sel/0

sel/0 IPCP: I CONFREQ [REQSent] 1d 1 len 10

sel/D 1pPCP: Address 11.11.11.1 (o:osoeosonoam)
$91/0 IPCP: O CONFACK [REQsent] 1d 1 len 10
Sal/0 IPCP: Address 11.11.11.1 (0x030608080801)

Sel/0 IPCP: Event[Receive ConfReqge] State[REQsent to ACKsent]

Se1/0 IPCP: I CONFACK [acksent] fd L len 10

Sel/0 1PCP: Address 11.11.11.2 (0x030608080802)

sel/0 1PCP: Event [Receive confack state(uxsent to open]

5e1/0 CoPcP: 1 CONFACK [REgsent] 1d L )

Sel/D copcp: Event [Receive Confack] suu(kst)smr To ACKrovd]

Se1/0 IPCP: State 15 Open

Sal/0 Added to mei route AVL tree: topoid 0, address 11.11.11.1
Sel/0 IPCP: Install route to 11.11.11.1

sei/0 COPCP: O CONFACK [ackrcvd] 1d 2 len
SeL/0 copcp: event[Receive confregs] state[mxrcvd to open]
Sel/0 copcp: State 15 open

Sel/0 COPCP: I CONFREQ tacurcvd id 2 len 4

1.3.b [i] authentication [PAP, CHAP]
PPP Authentication:

Password authentication protocol (PAP)
-clear text username
-clear test password

Challenge handshake authentication protocol (CHAP)
-clear text username

-MD5 hashed password

MSCHAP / MCHAPv2 / EAP/ etc
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Ho{config-if)#ppp authentication 7

chap Challenge Handshake authentication Protocol (CHAP)

eap Extensible authentication Protocol (EAP)

ms-chap Microsoft challenge Handshake authentication Protocol (MS-CHAP)
ms-chap-vZ Microsoft CHAP Version 2 (MS5-CHAP-V2)

pap Authentication Protocol (PAP)

Password authentication protocol (PAP)

HO BR

! interface Serial1/0

username HO password 0 BB ip address 11.11.11.2 255.255.255.0

! encapsulation ppp

interface Serial1/0 ppp pap sent-username HO password 0 BB
ip address 11.11.11.1 255.255.255.0 serial restart-delay O

encapsulation ppp

ppp authentication pap

serial restart-delay O

sel/0 PPP: Phase is AUTHENTICATING, by the peer

sel/0 PAP: Using hostname from interface PAP

sel/0 PAP: Using from interface pap

sel/0 PAP: O AUTH-REQ id 1 len 10 from "HO"

Sel/0 LCP: State 1is Open

sel/0 PAP: I AUTH-ACK id 1 Tlen 5§

Sel/0 PPP: Phase is FORWARDING, Attempting Forward

sel/0 PPP: Queue IPCP code[1] dd[1]

Sel/0 PPP: Phase is ESTABLISHING, Finish LCP
%LINEPROTO-5-UPDOWN: Line prutucu1 on Interface seriall/0, changed state to up
sel/0 PPP: oOuthound cdp packet dropped, Tine protocol not up
sel /0 PPP: Phase is up

sel/0 IPCP: Protocol configured, start CP. state[Initiall]
Sel/0 IPCP: Event[OPEN] State[Initial to Starting]

sel/0 IPCP: O CONFREQ [Starting] id 1 Ten 10

sel/0 IPCP: Address 11.11.11.2 (0x03060BOBOB02)

sel/0 IPCP: Event[UP] sState[Starting to REQsent]

sel/0 CDPCP: Protocol confiqured, start CP. state[Initiall]
sel/0 coPCP: Event[OPEN] State[Initial to starting]

sel/0 CDPCP: O CONFREQ [Starting] id 1 Ten 4

sel/0 coPCP: Event[upP] State[starting to REQsent]

sel/0 PPP: Process pending ncp packets

Sel/0 IPCP: Redirect packet to Sel/0

sel/0 IPCP: I CONFREQ [REQsent] id 1 Ten 10

sel/0 IPCP: Address 11.11.11.1 (0x03060BOBOBOL)
sel/0 IPCP: O CONFACK [REQsent] id 1 Ten 10
sel/0 IPCP: Address 11.11.11.1 (0x03060BOBOBOL)

sel/0 IPCP: Event[Receive ConfReq+] State[REQsent to ACKsent]
sel/0 CDPCP: I CONFREQ [REQsent] id 1 len 4

Sel/0 CDPCP: O CONFACK [REQsent] id 1 Ten 4

sel/0 CDPCP: Event[Receive confReg+] State[REQsent To ACKsent]
5el/0 IPCP: I CONFACK [ACKsent] i 10

sel/0 IPCP: Address 11.11.11.2 (OxO%OEDBOBOBOZ}

Sel/0 IPCP: Event[Receive Confack] sState[ACKsent to Open]
sel/0 CDPCP: I CONFACK [acksent] id 1 Tlen 4

sel/0 CDPCP: Event[Receive Confack] State[aCKsent to Open]
sel/0 IPCP: State 1s Open

sel/0 CDPCP: State is Open

sel/0 added to neighbor route avL tree: topoid 0, address 11.11.11.1

sel/0 IPCP: Install route to 11.11.11.1
itions DCD=up DSR=up DTR=up RTS=up CTS=up
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Challenge handshake authentication protocol (CHAP)

HO

BR

username BR password 0 BBHO

I

interface Serial1/0

ip address 11.11.11.1 255.255.255.0
encapsulation ppp

ppp authentication chap

serial restart-delay O

username HO password 0 BBHO
1

interface Serial1/0

ip address 11.11.11.2 255.255.255.0
encapsulation ppp

ppp authentication chap

serial restart-delay 0

PPP: Phase is AUTHENTICATING, by both
CHAP: O CHALLENGE id 1 len 23 from "BR"
LCP: State is Open

CHAP: I CHALLENGE id 1 len 23 from "HO"
CHAP:
CHAP:

Sel/0
sel /0
Sel/0
sel /0
Sel/0
sel /0
5el,/0
sel/0
5el/0
sel/0

uUsing password from interface CHaP
CHAP: O RESPONSE id 1 len 23 from "BR"
CHAP: I RESPONSE id 1 len 23 from "HO"
PPP: FPhase is FORWARDING, ;ﬂ\ttempt'in}gI Forward
PPP: Phase 15 AUTHENTICATING, Unauthe

5el/0 CHAP: O FAILURE id 1 len 25 msg 1is
sel/0 PPP DISC: User Tailed cHaP authentication
PPP: NET STOP send to _AAA.

Once username and password correct

Using hostname from configured hostname

nticated user
"Authentication failed™

S#1/0 PPP: Phase |3 AUTHENTICATING, by both

Se1,0 CHAP: O CHALLENGE §d 1 Ten 23 from "BR"

Sel/0 CHaP: Redirect packet to Sel/o

Sel1/0 CHAP: I CHALLENGE id 1 len 23 from "HO"

Sel/0 LCP: State is Open

Se1/0 CHAP: Using hostname froe configured hoastroase
Sel/0 CHAP: usi passeur o from AM

Sel/0 CHAP: O RE SE 1d 1 len 23 from “8R”

Sel/0 CHAP: I RESPONSE 1d 1 len 23 from “HO"

Sel/0 PPP: Phase 15 FORWARDING, Attompti Forward

£01/0 PPP: Phase 15 AUTHENTICATING, Unauthenticated user
Sel1/0 IxCp: autharizing c»

£01/0 tecp: cp stalled on avent[Authorize c@)

<81/0 pcp: cp unstal

S61/0 PPP: Phase 15 FORWARDING, ATtespting Forward

3€1/0 cHap: 1 sxesss fd ) Jen 4

$41/0 PPP: Phase 15 AUTHENTICATING, Authenticated user
5170 CHAP: © =xrEss fd 1 Jen d

NLINEFROTO-5-UPDOWN: L irwe protoco] oo Interface Seciall/0, changed sTate To
S€1/0 PPP: Phase is w»

Se1/0 IPCP: Protocaol configured, start CP. state[initial]
Se1/0 IPCP: uenl[oﬁ:ul state{Initial to starting]

Se1/0 IPCP: O CONFREQ Slnl'tirl\g] id 1 len 10

Sel IPCP: Address 11.11.11.2 (Ux030608080802)

Sel/0 IPCP: Event[iw] State[Starting to REGsent]

Sel OPCP: Protocol configured, start CP., state[Imitial)
Sel/0 COPCP: Event [OPEN] State[Initial to Starting]

CORCP:
CORCP:
Coice:
copce:

Autharizing CP

P stalled on event[authorize €}
P unstall

O coNFrLG [Starting] fd L len 4

201/0 corcp: Bvent[ur] Stare[starting to REQsent)
201/0 1pCP: 1 CONFRSQ [REQsent) 1d 17 len 10
el e 055 11.11.11.1 (0x030608080801)

IPCP AUTHOR! STart, Her address 11.11.11.1, we want 0.0.0.0

IPCP ALUTHOR: mReject 11.11,10.1, using 0.0.0.0
&1 IPCP AUTHOR: DONe. Her address 11.11.11.1, we want 0.0.0.0
S01/0 IPCP: O CONFACK [REgsent] fd 1 Ten 10
S€1/0 IPCP: Address 11.11.11.1 (0x030600000801)
S€1 IPCP: Event [Receive ConfReqs+] STate[REQsent to ACKsent]
Sel COPCP: I CONFREQ [REQsent] id 1 Ten &
Sel COPCP: O CONFACK [REQsent] id 1 lenm &
Se1/0 COPCP: Event [Receive ConfRege] State[REQsent to ACKsent]
5e1/0 IPCF: I CONFACK [aCksent] §d 1 len 10
Sel/0 IPCP: Address 11.11.11,2 (0x030608080802)
Sel IPCP: Event [Receive (mf-ick} State[ACKsent tn Open]
Sel/0 CORCP: I CONFACK [aCksent] 1d 1 Ten 4
Sel/0 CORCP: Everit[Receive Confack] State[aCksent to Open)
Sel1/0 INP: State 15 Open

Corce: State 15 Open _
Added to nei route AvVL tree: topoid 0, address 11.11.11.1
teep: tnstall roure to 11,311,111

¥
CO0000 O0000COCCOC00000000000000C000
"
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HO BR
10#5HoW p?p imterface serial 10 ne#show ppp interface serial 1/0
PPP Serial Context Info PPP Serial Comtext Info
Interfac sSel/G Interface se1/0
PPP ::rial Hand'le 0xB200007 5 PPP Serfal nandle Ox38000068
PPP nandle : OxCeQO0175 PPP Handle ¢ Ox81000168
555 Mandle ! OXC7000175 $55 Handle : 0x31000168
AAA 1D 1 386 AAA TD ;373
Access 16 : 0x32000172 Access IR : Ox4C000166
SHD8 Handle : Ox0 SHDE8 Handle 0x0
State : g State : Up
Last state : Binding Last state : sinding
L3St Event t Localréerm Last Event : Localrern
PPP Session Info pPP Session Info
Interface : Sel/0 Interface : 5e1/0
PPP ID : OxCe000175 PPP ID : Ox81000168
Phase P w Phase T o
stage 1 Local termination stage : Local Termination
Peer Name 1 BR Peor Nameo T WO
Peer Address : 11.11.11.2 Peer Address D 111311,
Contral Protocols: LCP{Open] CHAP+ IPCP[Open] COPCP[Open] control Protocols: LCP[Open] cmm 1°cP[Open] copcPlopen)
sessfon ID i 370 session ID t 358
AAA Unique 1D : AAA Unigue ID : 373
$55 Manager 10 OxC7000175 £S5 Manager ID @ Ox31000168
SiP 1D 1 OxBOO0007 5 SIP IR T Ox38000068
PPP_IN_USE : Ox11 PPP_IN_USE : Ox11
5¢1/0 LcP: [open] Se1/0 Lce: [open]
our wegm:laled oprions our Negotiated oprions
$e1/0 Lcp: AUThPFOTO CHAR (0x0305C22305) 5el/0 Lep: AuThProto Chap (0x0305C22305)
Sel/0 LCP: ‘gicnunber OxBC2FBE00 (Ox05066C2F8600) Sel/0 LCo; sagicsumber OxBC267489 (OxD506BC2FT489)
Poor s Negotiat options Peer ‘s Negotiated Options
Sel/0 LCP: AuthProto CHAP (0x0305C22305) sel/0 LCP: AuthProto CHAP (0x0305C22305)
Se1/0 LCP: MagicNumber OxBC2F7489 (Ox0S06BC2F7489) Sel/0 LCP: wagicnunber OxBC2FS860D (Ox05068C2F8600)
5el/0 1pcp: [open] sel/0 pce: [open)
our otiated options Our Negotiated options
Sel/0 IrCP: Address 11.11.11.1 (0x0306080806801) Se1/0 Ipce: es5 11.11.11.2 {0x030608080602)
Peer "s Negotiated Options Feer ‘s Negotiated Options
Sel/0 IPCP: Address 11.11.11.2 (0x0306080B0802) Sel/0 IPCR: Address 11.11.11.1 (0x020608080801)
5e1/0 Ccopce 500&«\{ sel/0 coecp: [open]
our wegotiated options our Negotiated options
NONE X NONE
Peer s Negotiated Options Peor "5 Negotiated Options
NONE NONE

1.3.b [ii] PPPoE

PPP over Ethernet Server:

The first part is to configure the server. The device that will be aggregating multiple sessions.

Basically from a DSL point of view the modems that are going to the access layer are the clients.
Then the upstream links — normally ATTM PVCs — to the DSLAM are aggregated to the PPPoE server.

Define PPP interface:
-interface virtual-template (num)

Apply logical options:
-authentication, multilink IP address

Define BBA group:
-bba-group pope (name | global)
-virtual-template (num)

Bind to Link:
PPPoE enable group (name | global)
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BB - CCIE
PPPoE
22.%3%2,0:24 33.3;]3\3,0;‘24
= 2
SERVER CLIENT1 CLIENT2

bba-group pppoe BBTEST
virtual-template 12

I

!

interface Loopback12

ip address 11.11.11.1
255.255.255.0

I

interface Ethernet0/1

no ip address

duplex auto

pppoe enable group BBTEST
I

interface Ethernet0/2

no ip address

duplex auto

pppoe enable group BBTEST
I

I

interface Virtual-Template12
mtu 1492

ip unnumbered Loopback12
ip tcp adjust-mss 1452

peer default ip address pool
BB-TEST

I

ip local pool BB-TEST

11.11.11.1011.11.11.11
!

I
interface Ethernet0/2
no ip address
shutdown
duplex auto
pppoe enable group global
pppoe-client dial-pool-number
100
!
interface Dialer12
mtu 1492
ip address negotiated
encapsulation ppp
ip tcp adjust-mss 1452
dialer pool 100
I

I
interface Ethernet0/1
no ip address
shutdown
duplex auto
pppoe enable group global
pppoe-client dial-pool-number
100
!
interface Dialer12
mtu 1492
ip address negotiated
encapsulation ppp
ip tcp adjust-mss 1452
dialer pool 100
I
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#Debug pppoe events - SERVER to see the connection

PPPOE 0: I PADI R:aabb.ccOl.8020 L:ffff.ffff.ffff ex0/2
Service tag: NULL ;gg

PPPOE 0O: O PADO, R: b. cc00.f020 L:aabb. ccOl1. 8020 Et0/2
service tag: NULL Tag

PPPoOE O: I PADR R:aabb.cc01.8020 L:aabb.cc00.f020 EX0/2
service tag: NULL Tag
PPPOE : encap string prepared

[3]PPPOE 3: Access IE handle allocated

[3]PPPOE 3: AAA unique ID F allocated

[3]PPPOE 3: No AAA accounting method Tist

[3]PPPOE 3: Service request sent Lo SS55

[3]PPPOE 3: Created, Service: None R:aabb.cc00.f020 L:aabb.cc01.8020 EX0/2
[3]PPPOE 3: state NAS_PORT_POLICY_INQUIRY Event SS5 MORE KEYS
[3]PPPoE 3: data path set to PPP

[3]PPPOE 3: Segment (555 class): PROVISION

[3]PPPOE 3: State PROVISION_PPP Event SSM PROVISIONED
[3]PPPoOE 3: O PADS R:aabb.cc0l1.8020 L:aabb.cc00.f020 Ex0/2
[3]PPPOE 3: State LCP_NEGOTIATION Event 555 CONNECT LOCAL
[3]PPPOE 3: Segment (555 class): UPDATED

[3]PPPOE 3: Segment (SSS class): BOUND

[3]PPPoOE 3: data path set to virtual Acess

[3]PPPOE 3: State LCP_NEGOTIATION Event S55M UPDATED

[3]PPPOE 3: State PTA_BINDING Event STATIC BIND RESPONSE

[3]PPPOE 3: Connected PTA
PPPoE : ipfib_encapstr prepared

Client Side

%LINK-3-UPDOWN: Interface Ethernet0/2, chan%ed state to up
%LINEPROTO-5-UPDOWN: Line protocol on Interface Ethernet0/2, changed state to up

Interface vi2z bound to profile Dil2
%LINK-3-UPDOWN: Interface virtual-access2, changed state to up

%LINEPROTO-5-UPDOWN: Line protocol on Interface virtual-access2, changed state to up

Server Side check the PPPoE Sessions and ip route

SERVER#

SERVER#show pppoe session
1 sess1on in LOCALLY_TERMIMNATED (PTA) State
1 session total

Uﬂiq ID PPPOE RemMAC Port VT VA State
SID LocCMAC VA-st Type
3 3 aabb.cc01.8020 Et0/2 12 wviz.l1 PTA
aabb. cc00. f020 up

SERVER#show ip route
Codes: L - local, € - connected, 5 - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF N5SA external type 2
El - OSPF external type 1, E2 - OSPF external type 2
i - I5-I5, su - I5-I5 summary, L1 - IS-IS level-1, L2 - IS-IS level-2
ia - IS-IS inter area, ® - candidate default, U - per-user static route
o - ODR, P - periodic downloaded static route, H - NHRP, 1 - LISP
a - application route
+ - replicated route, % - next hop override, p - overrides from PfR

Gateway of last resort is not set

11.0.0.0/8 is variably subnetted, 3 subnets, 2 masks

C 11.11.11.0/24 is directly connected, Loopbackl2

L 11.11.11.1/32 is dﬁrect1¥ connected, Loopbackl2

C 11.11.11.11/32 is directly connected, virtual-Access2.1
SERVER#F]
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Client side PPPOE session, ip route and ping test

CLIENT1#
CLIENT1#show pppoe session
1 client session

unig ID PPPOE RemMAC Port VT VA state
SID LOcMAC VA-sST Type
N/A 3 aabb.cc00.f020 ET0/2 Dil2 vi2 uP
aabb. cc01. 8020 up

CLIENT1#show ip route
codes: L - local, ¢ - connected, s - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF N55A external type 1, N2 - OSPF N55A external type 2
El - 0SPF external type 1, E2 - OSPF external type 2
i - IS-IS, su - I5-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
ia - I5-IS inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route, H - NHRP, 1 - LISP
a - application route
+ - replicated route, % - next hop override, p - overrides from PfR

Gateway of last resort is not set

11.0.0.0/32 is subnetted, 2 subnets
C 11.11.11.1 is direct1¥ connected, Dialerl2
C 11.11.11.11 is directly connected, Dialerl2
CLIENT1#ping 11.11.11.1

Type escape sequence to abort.

sending 5, 100-byte ICMP Echos to 11.11.11.1, timeout is 2 seconds:
el

success rate is 100 percent (5/53), round-trip min/avg/max = 1/1/1 ms
CLIENTL#

1.3.b [iii] MLPPP

Multi-link PPP works the way that we think etherchannels should work when we first begin learning
about link-aggregation: it chops packets up and uses each member interface to send a part of the
packet.

Why do MLPPP bundles use this concept, where EtherChannels don’t?

MLPPP connections are handled by the router’s CPU. Because Serial interface link speeds don’t usually
come anywhere near that of Ethernet interfaces, the burden on a router’s CPU is much more
manageable than this concept would be for an Etherchannel bundle.

11.11.11.024

@ » HO (.;1'_:)

&111) @
GiGem) Gm) 2
S B
1 > 1
» &R T
(i'al-st (D)
BB - CCIE
MLPPP
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= =
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HO

BR

BR1

configt

I

hostname HO

I

interface multilink1
ipaddress 11.11.11.1
255.255.255.252
ppp multilink

ppp multilink group 1
I

interface serial 1/0
no ip address
encapsulation ppp
ppp multilink

ppp multilink group 1
serial restart-delay 0
no shut

I

interface serial 1/1
no ip address
encapsulation ppp
ppp multilink

ppp multilink group 1
serial restart-delay O

configt

I

hostname BR

I

interface multilink1
ip address 11.11.11.2
255.255.255.252
ppp multilink

ppp multilink group 1
I

interface serial 1/0
no ip address
encapsulation ppp
ppp multilink

ppp multilink group 1
serial restart-delay 0
no shut

I

interface serial 1/1
no ip address
encapsulation ppp
ppp multilink

ppp multilink group 1
serial restart-delay 0

configt

I

hostname BR

I

interface multilinkl
ip address 11.11.11.4
255.255.255.252
ppp multilink

ppp multilink group 1
I

interface serial 1/2
no ip address
encapsulation ppp
ppp multilink

ppp multilink group 1
serial restart-delay O
no shut

I

interface serial 1/3
no ip address
encapsulation ppp
ppp multilink

ppp multilink group 1
serial restart-delay O

no shut no shut no shut
! ! !
end End End
HO#Eshow ppp multilink dimterface multilink 1
Multilinkl

Bundle name: BR

Remote Endpoint Discriminator: [1] BR

Local Endpoint Discriminator: [1] HO

Bundle wp for 00:00:08, total bandwidth 3088, load 1/255

Receive buffer limit 24000 bytes, frag timeout 1000 ms
0,/0 fragmentsfbytes in reassembly Tist

0 lost

. fragments, 0 reordered .
0/0 discarded fragments/bytes, 0 lost received
0x7 received sequence, 0Ox7 sent sequence

Member Tinks: 2 active, 0 inactive (max 255, min not set)

Sel /0, since 00:00:08
Sel/1, since 00:00:07
HO#
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BR#
BR#Fshow ppp multilink interface multilink 1

Multilinkl
Bundle name: HO
Remote Endpoint Discriminator: [1] HO
Local Endpoint Discriminator: [1] BR
Bundle ug for 00:03:55%, total bandwidth 3088, load 1/255
Receive buffer limit 24000 bytes, frag timeout 1000 ms
0/0 fragments/bytes in reassembly 1ist
0 lost %ra ments, O reordered
0/0 discarded fragments/bytes, 0 lost received
Ox19 received seguence, Ox19 sent seguence
Member links: 2 active, 0 inactive (max 255%, min not set)
Sel/0, since 00:03:55
sel/1, since 00:03:54
BR#

Lets test brining one link down from HO

%LINEPROTO-5-UPDOWN: Line protocol on Interface Seriall/0, changed state to down
%LINK-5-CHANGED: Inmterface Seriall/0, changed state to administratively down

Ho#show ppp multilink interface multilink 1

Multilinkl
Bundle name: BR

Remote Endpoint Discriminator: [1] BR
Local Endpoint Discriminator: [1] HO

Bundle wup for 00:08:06, total bandwidth 1544, load 1/255
Receive Euffer Timit 12000 bytes, frag timeout 1000 ms
0/0 fragments/bytes in reassembly 1ist
53 lost fragments, 56 reordered
54 /2940 discarded fragments/bytes, 0 Tost received
0xD94 received sequence, 0xD27 sent sequence
Member Tinks: 1 active, 1 inactive (max 255, min not set)
sel/1, since 00:08:05%
Sel /0 (inactiwve)

Client side ping repeat count high

BR#ping 11.11.11.1 repeat 100000
Type escape sequence to abort.

sending 100000, 100-byte ICWMP Echos to 11.11.11.1, timeout is 2 seconds:
1 FTrnprnprnnel FERRERRERIPRRERERREROERIONEL TrppRErRRERRRRRRERY
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So It took 100Seconds to recovery from the link

Let’s change the keep alive to 5seconds both the side

interface Multilink1
keepalive 15

here we lost only 3 pings

1.4 Troubleshooting layer 2 technologies

1.4.a Use I0S troubleshooting tools

some of the best tools you can use are the following:

e ping
e telnet
e trace
e ssh

e debugip packet
e debug frame

*Ping — A command utility used to test IP connectivity between hosts. It sends out requests (ICMP
echo requests) to a specific host and expects a response. The receiving host responds with an
ICMP echo response. If the response is received, IP connectivity exists. A successful ping displays
the round trip time (RTT) which is a measure of network performance. Can be used from a
router/switch as well as most servers.

*Traceroute — Uses TTL timeouts with ICMP error messages to find the path a packet takes through
an internetwork. Can be used from a router/switch as well as most servers. Note: Windows hosts
utilize the command tracert.

*Telnet — Provides capability to remotely access another device (i.e. computer, server, etc.). Telnet
can also be used to test services running on a remote system by telnetting to service port in question
and detemining if a response is received. For example, telnetting to port 80 to test if an HTTP server
is up.

*Secure Shell (SSH) — Similar to telnet with the exception that it is secure.

1.4.a [i] debug, conditional debug

Debug is a troubleshooting command that is available from the privileged exec mode (of Cisco 10S).
This command can be used to display information about various router operations and the related
traffic generated or received by the router, as well as any error messages. This tool is very useful and
informative, but you must be aware of the following facts regarding its use: Debug is treated as a very
high priority task. It can consume a significant amount of resources, and the router is forced to process-
switch the packets being debugged. Debug must not be used as a monitoring tool—it is meant to be
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used for a short period of time and as a troubleshooting tool. By using it you discover significant facts
about the working and faulty software and/or hardware components. The following is a list of
recommendations on proper usage of the debug command.

Conditional debug (Using an Access List with Debug)

With the debug ip packet detail command, you have the option to enter the name or number of an
access list. Doing that causes the debug command to get focused only on those packets satisfying
(permitted by) the access list's statements

Conditional debugging gives you the ability to specify certain conditions that must be met to trigger a
debugging message, such as an interface, IP address, MAC address, or application. As you might
imagine, this can help filter your debugging greatly! To turn them on, simply use the privileged exec
mode debug condition condition command. For example, to debug only on interface Gig 0/0 you
would use the debug condition interface Gig 0/0 command.

1.4.a [ii] ping, traceroute with extended options

The extended ping command is invoked from the privileged exec mode by typing ping and pressing
Enter. The following arguments can be modified:

e Protocol [ip] — specify the protocol, such as appletalk, cins, ip, novell, apollo, vines, decnet, or xns.
The default is ip.

e Target IP address — specify the IP address or the hostname of the host to ping.

e Repeat count — specify the number of ping packets that will be sent to the destination address. 5
by default.

e Datagram size — specify the size of the ping packet (in bytes). The default is 100 bytes.

e Timeout in seconds — specify the timeout interval. The default is 2 seconds. The echo reply needs
to be received before the timeout expires in order for ping to be successful.

o Extended commands — specify whether or not a series of additional commands will appear. The
default is no. If you type yes additional arguments will be shown.

e Source address or interface — specify the interface or the IP address of the router to use as the
source address for the ping packets.

e Type of service — specifies the Type of Service (ToS). This is the Internet service’s quality selection.
The default is 0.

e Set DF bit in IP header? — specify whether or not the Don’t Fragment (DF) bit will be set on the ping
packet. If yes is entered, the Don’t Fragment option does not allow the packet to be fragmented.
The default is no.

e Validate reply data? — specify whether or not to validate the reply data. The default is no.

e Data pattern — specify the data pattern. Data patterns are used to troubleshoot framing errors and
clocking problems on serial lines. The default is [0xABCD].

e Loose, Strict, Record, Timestamp, Verbose — specify the IP header options.

e Sweep range of sizes — specify the sizes of the ping echo packets that are sent. This parameter is
used to determine the minimum sizes of the MTUs configured on the nodes along the path to the
destination address. The default is no.



Balaji Bandi CCIE Journey 2019

Extended PING:

Swﬁ#pin?

Protocol [ip]:

Target IP address: B.8.8.8

Repeat count [5]: 1

Datagram size [100]:

Timeout in seconds [2]: 1

Extended commands [n]:

source address or interface: vlanlDo

Type of service [0]:

Set DF bit in IP header? [no]:

validate reply data® [no]:

Data pattern [0OxXABCD]:

Loose, Strict, Record, Timestamp, Verhose[none]: R
Number of hops [ 9 ]:

Loose, Strict, Record, Timestamp, verbose[Rv]:
Sweep range of sizes [n]:

Type escape sequence to abort.

Sending 1, 100-byte ICMP Echos to 8.8.8.8, timeout is 1 seconds:
Packet sent with a source address of 192.168.1.16
Packet has IP options: Total option bytes= 39, padded length=40
Record route: <==

(0.0.0.0)
€0.0.0.0)
€0.0.0.0)
(0.0.0.0)
(0.0.0.0)
(0.0.0.0)
£0.0.0.0)
€0.0.0.0)

(0.0.0.0)
reply to request 0 (19 ms). Received packet has options
Total option bytes= 40, padded Tength=40
Record route:

(192.168.1.16)

(31.54.99.255)

(81.144.91.4)

(31.55.186.177)

(213.121.192.53)

(194.72.16.85)

(109.159.253.2)

(216.239.41.17)

(108.170.230.164)

<#x
End of Tist

success rate is 100 percent (1/1), round-trip min/avg/max = 19/19/19 ms

Traceroute:

e number of miliseconds — the round-trip time in milliseconds.

e *—the probe has timed out.

e A —administratively prohibited (for example, with an access-list).
e Q-source quench (the destination is too busy).

e | —userinterrupted test.

e U-—portisunreachable.

e N -—the network is unreachable.

e P —the protocol is unreachable.

e T-—timeout.

e ?—unknown packet type.
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swo#Frraceroute B.B.B. 8

Type escape sequence to abort.

Tracing the route to 8.8.8B.8

vRF info: (vrf in name/id, vrf out name/id)
192.168.1.254 1 msec 1 msec 1 msec

- :

"
= * "

31.55.186.184 14 msec 14 msec 14 msec
213.121.192.60 18 msec
195.99.127.204 14 msec
213.121.192.50 15 msec
6 109.159.252.110 15 msec
62.172.103.168 14 msec
109.159.252.114 15 msec
109.159.253.185 15 msec
109.159.253.187 14 msec
109.159.253.235 15 msec
E * "
216.239.56.192 15 msec
72.14.237.58 17 msec
74.125.253.230 15 msec
10 8.8.8.8 15 msec
216.239.48.149 15 msec
216.239.48.125 15 msec

swo#l

L e L R

=

[LeRe-]

1.4.a [iii] Embedded packet capture

When enabled, the router captures the packets sent and received. The packets are stored within a
buffer in DRAM and are thus not persistent through a reload. Once the data is captured, it can be
examined in a summary or detailed view on the router. In addition, the data can be exported as a
packet capture (PCAP) file to allow for further examination. The tool is configured in exec mode and is
considered a temporary assistance tool. As a result, the tool configuration is not stored within the
router configuration and will not remain in place after a system reload.

SW6#monitor capture point ip cef BB vian 100 both

Sw6#show monitor capture buffer BB dump

23:58:37.935 IPv4 LES CEF : V1100 None
-3374BD0: AABBCCE0O 6000E03IF 49133009 08004500 *;L ?1.0...E
Z33748E0: 00387BDC O0007F11 3¢27C0AS 0151c0a8 _B{\....<"@(.ofa(
-3374BF0: 0110C7ce 08060024 C1120001 08000604 GF...%3A.......
-3374C00: 0001EO3F 49133009 C0AB0151 FFFFFFFF ?TI.0.@(.Q
-3374C10: FFFFCOAS 0O

23:59:01. 321 oxSekbiaied®® : 1Pv4 LES CEF v1100 None
Z3374BD0: FFFFFFFF FFFFEO3F 49133009 08004500 ...... ?1.0...E
Z3374BEOQ: 004e256C 00007F11 9192C0aA8 0151c0A8 NEsl. .. ... @a(.onl
Z3374BF0: O01FF0O089 00B9003Aa 4803F0535 01100001 .......:H.pu...
-3374C00: 00000000 00002046 48464145 42454543 ...... FHFAEBEEC
-3374C10: 41434143 00 ACAC

1.4.b Apply troubleshooting methodologies

1.4.b [i] Diagnose the root cause of networking issue [analyze symptoms, identify and describe root
cause]

Define the problem: Utilize an SNMP network monitoring tool. There are numerous products available
from various vendors.

Ill

Gather Information: There are several things that can be utilize here. Some are simple CLI “show” and

“debug” commands.
Analyze: You should have a baseline for your network to compare traffic when a problem surfaces with

your baseline. This could assist with determining the problem. One method of baselining your network
is by using Cisco Netflow Accounting.
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Test the hypothesis: Here you should have very good Configuration Management (CM) which would
allow you to easily test changes and rollback to the previous configuration of the changes do not work.

1.4.b [ii] Design and implement valid solutions according to constraints

1.4.b [iii] Verify and monitor resolution

1.4.c Interpret packet capture

1.4.c [i] Using wireshark trace analyzer

1.4.c [ii] Using I0S embedded packet capture

3k %k 3k 3k 3k %k %k k %k kok sk sk k |ntenti0n Left Blank 3k 3k 3k 3k 3k 3k 3k 3k 3k 3k 3k 5k %k %k %k 3k 3k 3k %k %k %k ok ok sk %k sk %k k kosk sk k ok
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2.0 Layer 3 Technologies £

2.1 Addressing technologies

2.1.a Identify, implement and troubleshoot IPv4 addressing and sub-netting
2.1.a [i] Address types, VLSM

IP Addressing and Subnetting

You need a postal address to receive letters; similarly, Computers must use an IP address
to be able to send and receive data using the TCP/IP protocols. Just as the postal service
dictates the format and meaning of a postal address to aid the efficient delivery of mail,
the TCP/IP protocol suite imposes some rules about IP address assignment so that routers
can efficiently forward packets between IP hosts. This chapter begins with coverage

of the format and meaning of IP addresses, with required consideration for how they are
grouped to aid the routing process.

Classfull :

Class of Size of Network and Range of First Default Mask for Identifying Bits

Address Host Parts of the Octet Values Each Class of at Beginning of
Addresses Network Address
A /24 1-126 255.000.0 0
B 16/16 128-191 255.255.0.0 10
C 24/8 192-223 255.255.255.0 110
D — 224-239 — 1110
E — 240-255 — 1111
VLSM

A Variable Length Subnet Mask (VLSM) is a means of allocating IP addressing resources to subnets according to
their individual need rather than some general network-wide rule (i.e. Class A, B or C). Of the IP routing protocols
supported by Cisco, OSPF, I1S-1S, BGP, and EIGRP support “classless” or VLSM routes.

2.1.a [ii] ARP

ARP provides a dynamic mapping between IPv4 addresses and the hardware addresses (used by various
technologies) for devices on the same network segment.

Proxy ARP: Proxy ARP allows a system to answer ARP requests for a diffent host. Proxy ARP is not commonly
used and should be avoided where possible.

Gratuitous ARP : Gratuitous ARP occurs when a host sends an ARP request looking for its own address.
Benefits are as follows:
a. It lets a host determine if another host is using the same IPv4 address i.e. it will get an unexpected reply.

b. If a host has changed its hardware/IPv4 address, a gratuitous ARP request will inform other hosts of the change
and they will update their cache.
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2.1.b Identify, implement and troubleshoot IPv6 addressing and sub-netting
2.1.b [i] Unicast, multicast

Unicast

Unicast IPv6 addresses are similar to unicast IPv4 addresses. These are meant to configure on one interface so that you can send and

receive IPv6 packets

IANA
2000::/3
RIPE NCC ARIN

2001:4000::/23 2001:0400::/23

. |

2001:410::/32

Customer l

2001:4110:4060::/48

Pvb Global Unicast Subnet Assigrements

CusTomer recened prefix 200147 A0 30600/48 and they wan: 10 use X 10 Configure Svs o0t

mere 50 we 5137 Take & 100k 8L the imape D850

e 8 D Pt 16 DI e A | i

2.1.b [ii] EUI-64

EUI-64 (Extended Unique Identifier) is a method we can use to automatically configure IPv6 host addresses. An
IPv6 device will use the MAC address of its interface to generate a unique 64-bit interface ID. However, a MAC
address is 48 bit and the interface ID is 64 bit. What are we going to do with the missing bits?

S ABBit . ~
MAC ADDRESS
rrrmreevesasssvrrras e aayrven >
64 Bit

2.1.b [iii] ND, RS/RA

Neighbor Discovery protocol is in fact an umbrella term for many interrelated subprotocols and mechanisms
whose main responsibilities include the following:

Resolution of IPv6 addresses into MAC addresses of neighboring hosts
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Duplicate address detection

Router discovery

Stateless address auto-configuration
Host redirection

Router Solicitation:

Upon an interface of a node being enabled, Router Solicitation messages can be used to request all routers on
the same local link to send Router Advertisements immediately, rather than waiting until the next periodically
scheduled advertisement.

Router Advertisement:

Routers send Route Advertisement messages out of each IPv6-enabled interface, informing attached hosts of
their presence. Router Advertisement messages may also contain vital information allowing the hosts to
automatically configure their IPv6 stack: the IPv6 prefix of the particular network, the first-hop MTU, the
router’s MAC address (allowing hosts to learn about the router’s MAC address right away), and even the list of
DNS domains and DNS servers. Using the information in a received Router Advertisement, a host can
automatically configure its IPv6 stack and obtain IPv6 connectivity without the need for any dedicated DHCP
service on a network. Router Advertisements are sent periodically, though infrequently, and they are also sent
immediately as a response to a Router Solicitation message originated by an end host.

2.1.b [iv] Autoconfig/SLAAC temporary addresses [RFC4941]

IPv6 Stateless Address Autoconfiguration (SLAAC)

Utilizes 2 ICMPv6 messages to communicate the prefix to clients:
Router solicitation

Router advertisement

SLAAC provides the ability to address a host based on a network prefix that is advertised from a local network
router via Router Advertisements (RA). RA messages are sent by default by most IPV6 routers; these messages
are sent out periodically by the router and include information including:

e One or more IPv6 prefixes (Link-local scope)

e Prefix lifetime information

e Flaginformation

e Default device information (Default router to use and its lifetime)

Temporary Addresses:

What issue was quickly identified with using SLAAC and EU164?

An end user’s device could be tracked accross multiple internet service providers because they would always
generate the same EUI64 address.

RFC4941, or temporary addresses or privay addresses is a technique to NOT use the MAC address of

your computer for the IPv6 address in SLAAC.

Temporary addresses use 64 bits from an MD5 hash to generate a unique address.

These addresses expire and are changed often (average of once a day) on a system so it’s not uncommon to
see multiple IPv6 addresses on a system.

RFC4941 relies on IPV6’s DAD mechanism for avoiding duplicate addresses.

This feature is usually enabled by default on windows, linux, and mac.
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2.1.b [v] Global prefix configuration feature

The IPv6 generic prefix feature simplifies network renumbering and allows for automated prefix definition. An IPv6
generic (or general) prefix (for example, /48) holds a short prefix, based on which a number of longer,
more-specific prefixes (for example, /64) can be defined. When the general prefix is changed,

all of the more-specific prefixes based on it will change, too.

Finding Feature Information

Information About IPv6 Generic Prefix
How to Configure IPv6 Generic Prefix
Additional References

Feature Information for IPv6 Generic Prefix
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2.2 Layer 3 Multicast

There are three types of traffic that we can choose from for our networks:
Unicast

Broadcast

Multicast

If you want to send a message from one source to one destination, we use unicast.
If you want to send a message from one source to everyone, we use broadcast.

if we want to send a message from one source to a group of receivers - we

use multicast.

IGMP hosts can tell routers they want to receive multicast traffic.

IGMP snooping so the switch knows where to forward multicast traffic.

Multicast routing: we need a protocol like PIM that can route multicast traffic.

Multicast has many advantages; the main advantage is the scalability compared to unicast traffic.

Multicast Topology Terms

Sender

Source | J
l’—-o

Frist Hop Router @(— Upstream Node

/‘ AR Outgoing Interfaces
{Outgoing Interfaces List OlL

';r_ w (‘w\ Downstream Node

l Last Hop Rolter

Incoming Interface

I!r.u cv

B B

Roceiver l
Rropeent p A
-
Recelver
Redpient

2.2.a Troubleshoot reverse path forwarding

An RPF check examines the source address of an incoming packet and checks it against the router’s unicast
routing table to see what interface should be used to get back to the source network.

If the incoming multicast packet is using that interface, the RPF check passes, and the packet is forwarded.
If the multicast packet comes in a different interface, the RPF check fails, and the packet is discarded.

Strict RPF—Using the rx keyword, the router checks to see if the matching route uses an outgoing interface that
is the same interface on which the packet was received.

If not, the packet is discarded.

Loose RPF—Using the any keyword, the router checks for any route that can be used to reach the source IP
address.
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2.2.a [i] RPF failure

What is the RPF check, or Reverse Path Forwarding check, is for multicast. PIM is known as Protocol Independent
Multicast routing because it does not exchange its own information about the network topology. Instead it relies
on the accuracy of an underlying unicast routing protocol like OSPF or EIGRP to maintain a loop free topology.
When a multicast packet is received by a router running PIM the device first looks at what the source IP is of the
packet. Next the router does a unicast lookup on the source, as in the “show ip route w.x.y.z”, where “w.x.y.z" is
the source. Next the outgoing interface in the unicast routing table is compared with the interface in which the
multicast packet was received on. If the incoming interface of the packet and the outgoing interface for the route
are the same, it is assumed that the packet is not looping, and the packet is candidate for forwarding. If the
incoming interface and the outgoing interface are *not* the same, a loop-free path can not be guaranteed, and
the RPF check fails. All packets for which the RPF check fails are dropped.

2.2.a[ii] RPF failure with tunnel interface

2.2.b Implement and troubleshoot IPv4 protocol independent multicast

How multicast work

1-source app send UDP multicast traffic with "group" destination address
2-interested receivers "join" group address by signaling routers

3-routers communicate to build loop free "tree" from sender to receiver
4-parts of the network without receivers will not receive traffic for that group

Protocols used in Multicast

Communications between Host & Router: IGMPv1, 2(default) and 3
Communications between Router to Router: PIM in IPv4, MLD in IPv6
Communications between Switch & Router: IGMP Snooping or CGMP

Multicast Main Components:
Control plane (routing) : IGMP , PIM
Data plane (forwarding) : RPF, Mroute table

2.2.b [i] PIM dense mode, sparse mode, sparse-dense mode

PIM Modes:
Dense push mode use source tree
Sparse pull mode use source tree or shared tree

PIM Dense Mode PIM-DM:

Flood multicast traffic for all groups out all multicast-enabled interfaces. Routers which determine they have no
clients interested in receiving the traffic then send prune messages up toward the source, requesting that the
flow of multicast traffic downstream be stemmed.

PIM Sparse Mode PIM-SM:

Multicast traffic from a source isn't forwarded to group members. When a member somewhere in the network
decides it wants to receive traffic for a group, it sends a join request to its nearest router. The join request is
propagated up the multicast tree toward the source router. Upon receiving the join request, the source router
begins forwarding multicast traffic for the group out the appropriate interface(s).
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PIM-DM
RFC 3973, push model
All traffic flooded through LAN not centralized Router such as RP taking care of receivers requests
also routers have no receivers prune (unjoin) the link , this mode had no scale because of flooding and (S,G)
creation
1-Routers discover PIM neighbors using 224.0.0.13
2-routers once receive traffic insert (S,G) into routing table :
Incoming interface is attached to server, OlL is all other interfaces
3-flood all multicast traffic
4-prune unwanted traffic , Prune used to tell upstream neighbor to stop sending tarffic for (S.G)
Prune occurs if :
e  Multicast feed fails RPF check

e no downstream neighbors or receivers
e downstream neighbors already sent prune

Note when traffic flow stop , (S,G) remains in table .

PIM Dense Mode use some features to maintain Multicast routing Table :
Graft

What happen if i pruned (S.G) but then receive IGMP join message from receiver ?
Graft messages used in dense mode to unprune

Assert

To prune duplicate multicast feed transmissions

-winner is loweset metric to source or if equal teh highest ip address
State refersh

Once (S.G) is pruned , traffic re-flooded about every 3 minutes

So ,state refresh is keep alive for prune state

Dense Mode Basic Configs Final Config
®-g g = =
’I' SAEISNE L3-Multicast.txt pim-dens-mode-full
@a -config.txt
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Cisco Good reference Start with:
https://www.cisco.com/c/en/us/support/docs/ip/ip-multicast/9356-48.html|?referring site=bodynav
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Now we enable PIM DensMode and Test it. (In the Real world | have not come across any setup who is using
dense mode)

Enable pim dense mode on all the interface

Ip multicast-routing - to enable pim global config

|

Ip pim dense-mode — enable dense mode interface specific
Ip igmp join-group x.x.x.x — to join the source group.

HO1 and HO2 enabled Multicast routing and pim dense-mode :

Hol#show ip pim neighbor

PIM Neighbor Table

Mode: B - Bidir Capable, DR - Designated Router, N - Default DR Priority,
P - Proxy Capable, S - state Refresh Capable, 6 - GenID Capable,
L - DR Load-balancing capable

Neighbor Interface Uptime/Expires ver DR
Address Prio/Mode
11.11.11.2 Ethernet0/1 00:01:22/00:01:21 w2 1 /DRSPG

HO2#show ip pim neighbor

PIM Neighbor Table

Mode: B - Bidir capable, DR - Designated Router, N - Default DR Priority,
P - Proxy Capable, 5 - State Refresh Capable, 6 - GenID Capable,
L - DR Load-balancing capable

Neighbor Interface Uptime/Expires ver DR
Address Prio/Mode
11.11.11.1 Ethernet0/1 00:01:27/00:01:16 w2 1/5PG

Now Enable DC-Switch (where the Source of VLC Player multicasting the Video)
Enable Access Switch, where the Client receiving the video

DC-SWITCH#show ip pim neighbor
PIM Neighbor Tabqe
Mode: B - Bidir Capable, DR - Designated Router, N - Default DR Priority,
P - Proxy Capable, s - state Refresh Capable, G - GenID Capable,
L - DR Load-palancing Capable

Neighbor Interface Uptime/Expires ver DR
Address Prio/Mode
22.22.22.1 Ethernet0/2 00:03:05/00:01:36 v2 1/s5PG6G

ACCESS-SW#show ip pim neighbor
PIM Neighbor Tabqe
Mode: B - Bidir Capable, DR - Designated Router, N - Default DR Priority,
P - Proxy Capable, 5 - state Refresh capable, G - GenID Ccapable,
L - DR Load-balancing Capable

Neighbor Interface uptime/Expires ver DR
Address Prio/Mode
33.33.33.1 ethernet0/2 00:02:17/00:01:24 v2 1/s5Pa

[ ——————

Lets ping 239.1.1.1 from Access Switch.

ACCESS-Sw#ping 239.1.1.1
Type escape sequence to abort.
sending 1, 100-byte IcMpP Echos to 239.1.1.1, timeout is 2 seconds:

nglg_tg_iequest 0 from 50.50.50.1, 2 ms

Lets enable video on VLC Server and check the same Video Receive on VLC Player.

Here’s how to do it:

1. Open VLC Media Player, In the Media menu, choose “Open Network Stream”

2. In the Open Media dialog - go to File tab, click “add” and choose the file you want to stream and click “Open’
3. At the bottom, click the “Play" pull down menu and select "Stream” button

4. This opens the “Stream Output” dialog showing the source file you have chosen. Click Next to set destination.
5. In “Destinations”, choose “RTP /MPEG Transport Stream” and click the “Add” button

)
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6. In the “Address” box, enter the required multicast address (eg 239.1.1.1) and set the port (or leave default at
5004) - Click Next.
7. In transcoding options, Make suer check the box "Activate Transcoding". Profile Select " Vodeo for Android SD
Low" (choose the requirement you like for testing i have choosen this)
Click "Next"
8. Option Setup "click the check box " Stream all elementary Streams" in the "Generated Steam output String"
after mux=ts,ttl=20 (by default it will be 1 - so client will be more than 1 hop away so this should be set based
on the requirement)
then Click "Next and click stream".

To view the stream From client Side, open another instance of VLC media player (try it on the same PC before
trying it over the network)

1. Choose Media/Open Network Stream

2. In address, enter rtp://232.1.1.1:5004 — choose the correct address and port you entered when setting up the
stream.

3. Click “Play”

Check ip mroute

ACCESS-Swshow ip mroute

'P Multicast Routing Table

Flags: n - Dense, § - Sparse, B - Bidir Group, 5 - SSM (‘.an ¢ - Cconnected,
Local, P - Pruned, R - RP-bit set, 7 - Register fla

SPT-biT set, J - Join SPT, M - NSDP created entry, E - ExIranet,

- Proxy Join Timer wuwming, A - Candidaze for MSOP Advertisement,

- URD, I - Received Source Specific Host Report,

multicast Tunnel, 2 - MOT-data group sender,

Joined MDT-data group, ¥ - Sanding ta MOT-data group,

- Recefved 8GP C-Mroute, g - Sent BGP C-Nroute,

received noP shared-Tree Prune, n - BGP C-Mroute suppressed,

Received AGP S-A Route, q Sent BGP S-A Route,

- RD & vector, v - vVector, p - PIN Joins on route,

- VXLAN group

outgoing interface flags: M - Hardware switched, A - Assert wimnmer, p - PIM Join

Timers: vptise/Expires

Imerface state: Inmterface, Next-Hop or WO, State/Made

HEDZIOACNCH 4T

(*, 239.1.1.1), 00:06:16/s5topped, rRP 0.0. o 0, flags: oc
Incoming interface: sull, RPF rbr 0.0.0
outgoing interface Tist:
EThernet0/0, Forward/pense, 00:05:58/stopped
Lthornet0/2, Forward/Dense, 00:06:16/5topped

(50.50.50.254, 239.1.1.1), 00:05:35/00:01:17, rlagf.' 1
Incoming interface: Ethernet0/2, RPF nbr 33.33.33
outgoing interface Tist:

Ethernet0/0, Forward/Dense, 00:05:35/stopped

=

(*, 239.255.255.250), 00:05:54/00:01:58, rRP 0.0.0.0, flags: oC
Incoming interface: sull, aPF nbr 0.0.0.0
outgoing interface Jist:
EThernet0/0, Forward/Dense, 00:05:54/s5topped
Lthermet0/2, Forward/Dense, 00:05:54 /stopped

(*, 224.0.1.40), 00:06:45/00:02:59, "P 0.0.0.0, flags: pcL
Incoming interface: sull, RPF rbr 0.0.0.0
outgoing interface Tist:
FthermetD/2, Forward/Dense, 00:06:45/5topped

Debug messages

%LINK-5-CHANGED: Interface Ethernet0/0, changed state to administratively down
PIM(0): Prune Ethernet0/0/239.255.255.250 from (*, 239.255.255.250)

PIM(0): Prune Ethernet0/0/239.1.1.1 from (*, 239.1.1.1)

PIM(0): Prune Ethernet0/0/239.1.1.1 from (50.50.50.254/32, 239.1.1.1)

PIM(0): Insert (50.50.50.254,239.1.1.1) prune in nbr 33.33.33.1"s gqueue
PIM(0): Building Join/Prune packet for nbr 33.33.33.1

PIM(0): Adding v2 (50.50.50.254/32, 239.1.1.1) Prune

PIM(0): send v2 join/prune to 33.33.323.1 (Ethernet0/2)
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ACCESS -5

nsert (50.50.50.254.219.1,1,1) prune 1n nbr i | queLe
muilding Join/Prune packet for nbe 33,33, 311

Adding v2 (50,%50.50.254/32, 239.1.1.1) Prune

“ar S v2 join/prune to 33.33.33.1 (Ethernetd/2)

-ar g for 239.1.1.1, ithernet0,/0: m encries
Mar 22 20:53:39 Dl lting Graft sessage Tor 239.1.1.1, sthernetd/2

: Send v2 Graft to 33.33.33.1 (Ethernetd/2)
( Received v2 Grafr-ack Ethernet0/2 from 33.33.33.1
aroup 239.1.1.1:

™ar 22 20:%3:39
war 22 20:
*sar 22 20:53:39.

VAT Check DR after interface;: Ethermet0/0 Came

-ar : Changing DR for Etherneto/0, from 0.0.0.0 to 10.10,.3.1 (this systen)
*sar ' oft change from neighbor 0.0.0.0 to 10.10.3.1 imerface Cthernet0/0
ar 2 pullding Graft ne pe far 239.255.255.250, cthernet0/0: no antries
war 22 2 : sullding Grafc ge Tor 2319.255,255.250, sthwrrwer0/2: mo entries
~ar Building Graft ge for 239.1.1.1, Ethernet0/0: no entries
war 22 : Building oraft e for 239.1.1.1, Ethernet0/2
war 22 2 }: %end v2 Graft to 33.33.33.1 (Cthernet0/2)
pIm{0): Recelved v2 Graft-ack Erhornet0/2 from 13.33.33.1
Group 239.1.1.1:
Useful commands:
Command Comments
show ip pim interfaces Display PIM interfaces
show ip pim neighbors Display PIM neighbors
show ip int x/x | | Multicast Display the int x/x groups joined for Multicast
show ip mroute Display Multicast Routing Table
Show ip mroute count Display FIB count
Debug ip pim Debug Pim join debugging messages
debug ip mpacket

PIM Sparse Mode

PIM Sparse Mode is based on the “pull model” or “explicit join” which use a combination of both a shared tree
and a source-based tree. The RP is making the connection between the shared-tree (tree build down the
Multicast receivers) and the source-based tree (tree built up to the source).

PIM Sparse Mode Uses both shared trees & source Based trees while dense mode use only source tree.

How Sparse mode shared tree work?

1-discover PIM neighbor & elect DR

2-discover RP

3-tell RP about sources & receivers

4-build shared tree from sender to receiver through RP
5-join shortest path tree

6-leave shared tree

Remember, two trees in shared tree:
e From receiver to RP
e From RP to sender (source)

What is RP ?

RP is used as reference point for the root of the shared tree

RP learns about sources through unicast PIM register messages tells about (S,G)

RP learns about receivers through PIM join messages tells to add an interface to the OIL
RP is used to merge the two trees together

Register messages (way to know sources):

When first hop routers connected to source hears traffic , a unicast register message sent to RP
(If many first hop router exists, the DR registers)

If RP accept this message it ack with register Stop and insert (S,G) into table

At this point only DR and RP know (S,G)
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Join Message (way to know receivers):

CCIE Journey 2019

When last hop router receive IGMP join , PIM join is generated up the reverse path tree towards the RP
All routers in the reverse path install (*.G) AND FORWARD TEH JOIN HOP-BY-HOP to the RP

At this point RP and all downstream devices towards the receivers know (*.G)

Merging the trees

Once RP know about sender & receiver for same group , he will send PIM join message up to source
All routers in the path from RP to source will install (*.G) with OIL point to RP
Like dense mode, sparse mode use state refresh to ensure that feeds do not timeout

Now let’s build a config with basic Sparse Mode and test it.

= 88 - CCIE

PIM Sparse Mo

=

Layer 3 Multicast

Basic config with OSPF

=

L3-Multicast-sparse
-mode.txt

PIM Sparse Mode Config /
Static RP

=

sparse-mode-static-
rp.txt

2.2.b [ii] Static RP, auto-RP, BSR

Static-RP

Here | have elected HO2 as Static RP Loopback 0 address 20.20.127.1

You can verify Static RP

|mot#show 1p pim Fp mapp
IPIM Group-To-29 Mappings

iGroup(s): 224.0.0.0/4, Static
RP: 20.20.127.2 (?)

|noi#show 1p mroute

|Ip Multicast routing Table

|Flags: O - Dense, 5 - Sparse, B
« tocal, P « Prumad, R - RP-bit setr,

SPT-bit set, 3 loin SPT, M
~ Proxy loin Timér Running,
- URD, I - Recefved source specific MOST Reporr,
multicast Tunnel, z - moT-data
- Joined MOT-data group,
- Received 8P C-Mroute, g -

Received BGP Shared-Tree Prune, n
-~ Received BGP S-A Route,
- RD & vector, v - vector,

X EDEZO<NE X~

- VXLAN group

- B1dir Group, 5

ng tTo MOT-data group,
Sant P C-Mroute,
BGP C-Mroute suppressed,

C - Cannected,
- Register flag,
MSDP created entry, Extranet,

- Ccandidate for MsSDP Advertisement,

|outgoing interface flags: M - Hardware switched, A - Assert winner, p - PIm Join

| Timers: uvptime/Expires

Interface state: Interface, Next-Hop ar VWD, State/Mode

El.‘. 224,0.1.40), 22:23:51/00:02:39, RP 20.20.127.2, flags: SIPL
Inconing interface: ethernetd/1, RPF nbr 11.11.11.2

outgoing interface Tist: Null




Balaji Bandi CCIE Journey 2019

Moleshow frirerfaces tunnel O
Tewe 0 43 up, Tine protecol is op
Hardaare is Turnel
ovescription: Pim Kegister Vuml#ncw) for RF 20.20.127.2
Interface 15 urrwmbered, Using ess of Ethermet0/1 (11.11.15.1)
WU 17612 b¥ns. B 100 xBit/5ec, DLY 50000 usec,
raltabi ity 255,255, txload 1/255, rxload 1/255
Encapsulation TUMGEL, Joopback mot set
Keepalive not set
Tunnal Vinestate evaluation up
Tumel sowrce 1L.11.11.1 (Echernet0/1), destimation 20,20.127.2
Tunnel Sebblocks :
sre-track:
Tume 10 source tracking subblock associated with fthernett/l
Set of turmels with source Ethornet0/1, 1 serber (inciuces fterators), oo imerface <0x>
Tunnal g:mxnhrrampart PIN/IPVA
Tunne) 255
Tunnel transport WTU 1872 bytes
Tunnel 15 transeit only
Tunne! transeit bandwicth B00O (kbps)
Teme] receive bandwidth 3000 (kbps)
LAt Tnput mever, Outpul fever, output il
Last clearing of “show intertace” counters 1d23h
Input guewve: 0/73/0/0 (size/smax/drops/flushes); Total output draps: D
Queuning ﬂn(qqg: rifo
OuTHUT Quene: O/ (s124/max)
5 minute 1nput rate 0 bits/sec, O packets/sec
5 minute output rate 0 bits/sec, O packets/nec
0 packers irput, 0 bytes, 0 no buffer
#ecefved 0 broadcasts (0 IP multicasts)
0 rurts, 0 glants, O throttles
O frput errces, O CRC, O frase, 0 owerrun, O ignored, 0 abort
0 packers output, G ez, O underruns
g mM errors, 0 collistors, 0 interface resets
0

Nown pratocol drops
output huffer falleres, 0 output buffers swapped out

You can not find the running config for the tunnel 0

Hol#show run imerface tunnel 0
Building configuration...

current configuration : 5 bytes

end
HO1# sh ip pim tunn
Tunnel0
Type : PIM Encap
RP » 20.20.127_2
Source »11.311.311.1
State . UP
Last event :@: RP address reachable (00:44:10)

You have to issue show ip pim tunn to see the tunnel interface configuration.

Same verify in DC-Switch

OC-SWITOMshow ip pin rp mapping
PIM Group-TOo-RP Mappings

Group(s): 224.0.0.0/4, Static
T RP: 30.20.127.2 (%)

o -SWITOMSshow 1p o

O -SWITCH#show 1p mroute

IP Multicast Routing Table

Flags: 0 - pense, 5 - sparse, 6 - 8idir Group, s - 55M Groug € - connected,

- Local, P - Pruned, R - RP-bit set, F - Register 1.\9.

sPT-bit set, 1 - Join SPT, M - MSDP created entry, E - Extranet,
Proxy Join Timer murering, A - candidate for MSDP Advertisement,

URD, I - Received Source Specitic Host Report,

Multicast Tunnel, z - NOT-data group sender,

Joined MDT-data group, y - sending To MDT-data group,

received BGP C-MPouTe, g - Sent 8L C-Mroute,

Received BGP Shared-Tree Prune, n - B C-Mroute suppressed,
Recefved BGP S-A Route, q - Sent BGP S-A Route,

RO & vector, v - vector, p - PIM Joins on route,

-~ VXLAN group

outgoing interface flags: W - Hardware switched, A - Assert winner, p - PIN Join
Timers: uptime /Expires

Interface state: Imterface, Next-Hop or VD, State/Made

(*, 239.1.1.1), 22:26:26/stopped, RP 20.20.127.2, flags: SICLF
Inconing interface: kthernet0/1, RPF nbe 44.44.44.2
outgoing interface Tist:

Ethernet0/0, Forward/sparse, 22:26:26/00:02:04

(50.50.50.254, 239.1.1.1), 21:49:13/00:02:53, f]iss: PLET
Incoming interface: Ethernet0/0, RPF nbr 0.0.0.
outgoing interface 1ist: Null

XECDEDANE X~
RO B B ]

(*, 239.255.255.250), 22:20:04/00:02:03, RP 20.20.127.2, flags: sSiC
Inconing interface: Ethernet0/3, RPF nbr 44.44.44.2
outgmnq interface list:
tthernet0/0, Forward/Sparse, 22:26:04/00:02:03

(%, 224.0.1.40), 22:26:26/00:02:28, R® 20.20.127.2, flags: SicL
Incoming interface: tthernet0/3, RPF nbr 44.44.44.2
outgoing interface list:
Ethernet0/2, Forward/sparse, 22:03:41/00:02:28
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OC-SWITCHeshow 1p igmp groups
I™P Connected Group Membership

Group Address Interface uptime Expires Last Reporter Group Accounted
239.1.1.1 Fthernet0/0 3d22h D0:02:57 50.50.50.1

239.255.255.2% ithermnet0/0 1d21h 00:01:5 50.50.50. 254

314.0.1.40_ Ftherneto/2 1d21h 00:02:27 22.22.22.2

Let’s verify mtrace where the Multicast Server running (here 50.50.50.254)

ACCESS-Sw#mtrace 50.50.50.254
Type escape sequence to abort.
Mtrace from 50.50.50.254 to 33.33.33.2 via RPF
From source (7?) to destinmation (7)
qQuerying full reverse path...
0 323.33.33.2
-1 33.33.33.2 ==> 33.33.33.2 pIM/static [default]
-2 33.33.33.1 ==> 44.44.44.2 PIM [50.50.50.0/24]
-3 44.44.44.1 ==> 50.50.50.1 PIM_MT [50.50.50.0/24]
-4 50.50.50.254

A

Show ip mroute 239.1.1.1 count

ACCESS-Sw#show ip mroute 239.1.1.1 count
use "show ip mfib count" to get better response time for a large number of mroutes.

IP Multicast Statistics

5 routes using 2356 bytes of memory

3 groups, 0.66 average sources per group

Forwarding Counts: Pkt Count/Pkts per second/Avg Pkt Size/Kilobits per second
other counts: Total/rRPF failed/other drops(oIF-null, rate-Timit etc?

Group: 239.1.1.1, Source count: 2, Packets forwarded: 2, Packets received: 2
RP-tree: Forwarding: 0/0/0/0, other: 0/0/0

Source: 10.10.3.1/32, Forwarding: 1/0/100/0, other: 1/0/0

Source: 33.33.33.2/32, Forwarding: 1,/0/100/0, other: 1/0/0

Lets check RPF check to VLC Server , From Access switch (which has static route) and HO2 running OSPF

ACCESS-SwW#show ip rpf 50.50.50.254

rRPF information for 7 (50.50.50.254)

RPF interface: Ethernet0/2

RPF neighbor: 7 (33.33.33.1)

RPF route/mask: 0.0.0.0/0

RPF type: unicast (static)

Doing distance-preferred lTookups across tables

RPF topology: ipv4 multicast base, originated from ipv4 unicast base

HO2#show ip rpf 50.50.50.254
RPF information for 7 (50.50.50.254)
RPF interface: Ethernet0/3
RPF neighbor: 7 (44.44.44.1)
RPF route/mask: 50.50.50.0/24
RPF type: unicast (ospf 1)
Doing distance-preferred lookups across tables
RPE topology: ipv4 multicast base, originated from ipv4 unicast base

Lets remove config pim sparse-mode from HO2 towards DC-Switch and do the Trace again.

ACCESS-SwEmtrace 50.50.50.254
Type escape sequence to abort.
mtrace from 50.50.50.254 to 33.33.33.2 wvia RPF
From source (?) to destination (?)
Querying full reverse path...
0 323.33.33.2
-1 33.33.33.2 ==> 33.33.33.2 PIM/static [default]
-2 33.33.23.1 === 0.0.0.0 None NO route

ACCESS-SwEmtrace 50.50.50.254 239.1.1.1
Type escape sequence to abort.
Mtrace from 50.50.50.254 to 33.33.33.2 via group 239.1.1.1
From source (7) to destination (?)
querying full reverse path...
0 33.33.33.2
-1 33.33.33.2 ==> 33.33.33.2 PIM/static [default]
-2 33.33.33.1 ==> 44.44_44_.2 PIM Reached RP/Core [50.50.50.0/24]
-3 44.44.44.1 ==> 50.50.50.1 PIM_MT Prune sent upstream [50.50.50.0/24]

If in the mtrace output there were any failures this would indicate that PIM is not enabled on that particular
interface.
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You can do same testing as above we did in the section Dense mode, running VLC Player as Server and client,
make sure you have Video play on Clients if all config ok.

Couple of important Flags :

F flag: Source is directly connected and the register process must be used to notify the RP to this source.
P flag: Outgoing interface is null as no one has joined the SPT tree yet for this source.
T flag: traffic is being received from the source.

SPT Switchover

Cisco implementation of PIM SM dictates that the last-hop router on the shared tree can join the SPT upon
receiving the first multicast packet down the shared tree in order to have optimal path to the source and removes
the RP as a possible “bottleneck” of all multicast traffic flows. The advantage of SPT switchover is that traffic goes
directly from the source to receiver without going through the RP first thereby reducing network latency and
possible congestion at the RP.

In short when SPT switchover occurs it will always choose the shared tree directly to the source. You could think
it as of this way: the first few packets go through the RP and once the client knows who the source is, it will
switchover to the source, using the shared tree.

#ip pim spt-thresold infinity to prevent SPT switchover.
Auto-RP

Auto-RP is a Cisco proprietary protocol.
Transport: UDP port 496 IP address 224.0.1.39 and 224.0.1.40
Address-family: IPv4 (IPv6 not supported)

Auto-RP requires that you configure the RPs to announce their availability as RPs and mapping agents. The RPs
use 224.0.1.39 ( UDP Port 496) to send their announcements. The RP mapping agent listens to the announced
packets from the RPs, then sends RP-to-group mappings in a discovery message that is sent to 224.0.1.40. These
discovery messages are used by the remaining routers for their RP-to-group map. You can use one RP that also
serves as the mapping agent, or you can configure multiple RPs and multiple mapping agents for redundancy
purposes.

Auto-RP defines tow new concepts:

Candidate RP (cRP)
Mapping Agents (MA)

There are two packet types used by Auto-RP:

— RP-announce packets —send by C-RP to all MAs using group address 224.0.1.39. C-RP announce their intention
to be RP for a particular group or group range.

— RP-discovery packets — send by MA to all PIM routers using group address 224.0.1.40. These packets used to
announce information about elected RPs for particular groups.

This implies that:
— PIM-enabled routers should join the Cisco-RP-discovery group (224.0.1.40)
— MAs should join the Cisco-RP-announce group (224.0.1.39)
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How the multicast groups 224.0.1.39 and 224.0.1.40 can be propagated across the network?

Four options here:

— Static RP mapping for groups 224.0.1.39 and 224.0.1.40 — which is not so “auto”

— Dense mode — not scalable

— Sparse-Dense mode

——if there is RP mapping for particular Group address, router treats this Group as in Sparse mode

——if there is no RP mapping for particular Group address, router treats this Group as in Dense mode. This
behaviour also called Dense Mode fallback — may result in a network dense-mode flood

— Auto-RP Listener feature — traffic for Groups 224.0.1.39 and 224.0.1.40 is flooded across the interfaces
configured for PIM-SM

RP-announce

Configuration of router to act like C-RP consist of:

— RP address

—TTL value for the packet

— (optional) List of groups, using access-list:

— — permit statements — define groups that RP willing to process

— —deny statements — define groups that should be processed in Dense mode*

——if no access-list specified — default group is announced — 224.0.0.0/4

— (optional) Announce Interval of announcements. Default value is 60 seconds. Each RP-Announce contains
Holdtime value, which tells how long this announcement is valid. Holdtime is 3 x Announce Interval (180 seconds
by default).

*for such groups to be processed in Dense mode router must be configured with Sparse-Dense Mode.

RP-discovery

Configuration of router to act like MA consist of:

— MA address

— TTL value for the packet

— (optional) Discovery Interval of announcements. Default value is 60 seconds. Each RP-Discovery contains
Holdtime value, which tells how long this Group-to-RP mapping is valid. Holdtime is 3 x Discovery Interval (180
seconds by default). If information about Group-to-RP mapping expired, then static RP address is used, if
configured. If no statically configured RP — router switches group(s) to Dense Mode — traffic will be forwarded
only if router is configured with Sparse-Dense Mode.

Candidates RP are the routers who are willing to become RP.
A router is configured as a candidate RP using the following command:

ip pim send-rp-annonce interface scope ttl (group-list acl)

MAs use the following process when building a discovery message:

If there are 2 announcements with the same group range but different RPs, the MA will select the RP with the
highest RP IP address.

If there 2 announcements where one group is a subset of another, but the RP are different. Both will be sent.

MAs are configured with the following command:
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ip pim sedn-rp-discovery <interface> scope <TTL> interval <seconds>.

Here is the Topology using for testing Auto RP
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We going to config Candidate RP on DC-Switch and HO2 for 239.1.1.1 and 239.2.2.2

RP Candidate:

access-list 11 permit 239.1.1.1
access-list 11 permit 239.2.2.2
ip pim send-rp-announce lo0 scope 10 group-list 11

Mapping Agent will be H02

ip pim send-rp-discovery lo0 scope 10
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Lets do some check of mroute

DC-SWITCH# show ip mroute
IP Multicast Routing Table
Flags: D - Dense, 5 - Sparse, B - Bidir Group, s - S5M Group, ¢ - Connected,

L - Local, P - Pruned, R - RP-bit set, F - Register flag,

T - SPT-bit set, 1 - Join 5PT, M - MSDP created entry, E - Extranet,
¥ - Proxy Join Timer Running, A - Candidate for MSDP advertisement,
U - URD, I - Received Source Specific Host Report,

Z - Multicast Tunnel, z - MDT-data group sender,

¥ - Joined MDT-data group, y - Sending to MDT-data group,

G - Received BGP C-Mroute, g - Sent BGP C-Mroute,

N - Received BGP sShared-Tree Prune, n - BGP C-Mroute suppressed,

Q - Received BGP 5-A Route, g - Sent BGP 5-A Route,

¥ - RD & Vector, v - Vector, p - PIM Joins on route,

® - VXLAN group

outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
Timers: uptime/Expires
Interface state: Interface, Next-Hop or VCD, State/Mode
(®, 239.1.1.1), 2w0d/00:02:06, RP 20.20.127.3, flags: siCL
Incoming imterface: Null, RPF nbr 0.0.0.0
outgoing interface 1ist:
Loopbackl, Forward/Sparse, 2w0d/00:02:06
(=, 239.2.2.2), 00:26:31/00:03:03, RP 20.20.127.3, flags: s
Incoming imterface: Null, RPF nbr 0.0.0.0
outgoing interface 1ist:
Ethernet0/1, Forward/sparse, 00:26:31/00:03:03
(=, 224.0.1.39), 00:29:31/stopped, RP 0.0.0.0, flags: DP
Incoming imterface: Null, RPF nbr 0.0.0.0
outgoing interface 1ist: Null
(20.20.127.3, 224.0.1.39), 00:29:31/00:02:28, flags: PT
Incoming interface: Loopback0, RPF nbr 0.0.0.0
outgoing interface 1ist: Null
(=, 224.0.1.40), 00:29:37/stopped, RP 0.0.0.0, flags: DCL
Incoming imterface: Null, RPF nbr 0.0.0.0
outgoing interface 1ist:
Loopback0, Forward/Sparse, 00:29:37/00:02:25
(20.20.127.4, 224.0.1.40), 00:26:44,/00:02:17, flags: LT
Incoming imterface: Ethernet0/1, RPF nbr 10.10.66.2

outgoing interface 1ist:
Loopback0, Forward/Sparse, 00:26:44/00:02:25

We can see two dense-mode routes: (*, 224.0.1.39) and (*, 224.0.1.40), with the flag “D” for Dense. These
two routes are for auto-RP. Auto-RP need to use dense-mode for the groups 224.0.1.39 and 224.0.1.40, to
be able to send the information to the entire PIM domain.

The candidate RP (cRP) send RP-announce messages to the group 224.0.1.39, to propose itself as an RP
(UDP packets to port 496, every 60 seconds by default). These messages contain a list of multicast
groups the cRP would like to be the RP for.

The Mapping agent (MA) listen to 224.0.1.39 to collect all candidates-RP (cRP) information and elect
which cRP will be RP for every group (based on highest IP address).

The mapping agent send RP discovery messages to 224.0.1.40.

The RP info embedded in the RP discovery message sent to 224.0.1.40 contains the best elected RP-to-
group mapping information.

All cRP listen and receive these messages to know who is the RP.

This is the reason why we need to use ip pim sparse-dense-mode on the entire multicast-domain, or the ip
pim autorp listener command if we use ip pim sparse-mode. The ip pim autorp listener command causes
the IP multicast traffic for the two Auto-RP groups, 224.0.1.39 and 224.0.1.40, to be PIM dense-mode (DM)
flooded across the interfaces configured for PIM sparse-mode (SM).
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Check Auto RP

DC-SWITCH#show ip pim autorp

AutoRP Information:
AutoRP s enabled.
RF Discovery packet MTU is 0.
224.0.1.40 is joined on LoopbackO.

PIM AUTtORP Statistics: Sent/Receiwved
RP Announce: 128/0, RP Discovery: 0,/30
DC—SWITCH#

Show rp mappings
DC-Switch and HO2

DC-SWITCH# show ip pim rp mapping
PIM Group-to-RP Mappings
This system is an RP (AuLCo-RP)

Group(s) 224.0.0.0/4
RP 20.20.127.3 (7)), v2vl
Info source: 20.20.127.4 (?), elected wia AUTO-RP
Uptime: 00:29:11, expires: 00:02:35
DC-SWITCH#

HOZ# show ip pim rp mapping
PIM Group-to-RP Mappings
This system is an RP (Auto-RP)

Group(s) 224.0.0.0/4
RP 20.20.127.3 (7)), v2vl
Info source: 20.20.127.4 (7)), elected wvia AUTO-RP
Uptime: 00:29:11, expires: 00:02:33
HO2#

Noticed here RP address for DC-Switch as RP, because of Loopback Address is Higher ( 20.20.127.3 compare to

20.20.127.2)
You can see Info Source Mapping agend 20.20.127.4

Mapping agend HO3 output.

HO3# show ip pim rp mapping
PIM Group-to-RP Mappings
This system is an RP-mapping agent {Loopback0)

Group(s) 224_0.0.0/4
RP 20.20.127.3 (?7), v2vl
Info source: 20.20.127.3 (7)), elected via Auto-RP
Uptime: 00:29:11, expires: 00:02:47
RP 20.20.127.2 (?7), v2vl
Info source: 20.20.127.2 (7), via Auto-RrP
Uptime: 00:29:24, expires: 00:02:31
HO3#]
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Bootstrap router — BSR (Open standard)
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BSR uses the group 224.0.0.13, but it does NOT need to be in dense mode, unlike auto-rp

224.0.0.13 is the link-local ALL PIM ROUTERS address as well

The Bootstrap router is the Mapping Agent in auto-rp, configured using: ip pim bsr-candidate (int) (hash)
(pri)

The RP uses the same name as in auto-rp, configured using: ip pim rp-candidate (int) (ttl) (pri) (acl)

The hash field will allow you to load balance groups over your RPs — A hash value of 31 ensures all even
groups are with on RP and odds are with another, if you have 2 RPs

You can see which group is mapped to which RP with show ip pim rp-hash (group)

BSR has priority fields so you can choose which router does what without having to rely on the high IP
taking over

If priority is the same, then highest IP will be chosen like auto-rp
ip pim bsr-border will allow you to run PIM on an edge interface, but not to share bsr messages
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Lets configure DC-Switch and HO2 as BSR RP-Candidate
DC-Switch as Prioty 10 and HO2 as priority O

DC-Switch

ip pim bsr-candidate loopback O

ip pim rp-candidate loopback O group-list 1 priority O

RP-Candidate

HO2

ip pim rp-candidate loopback O group-list 1 priority 10
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Check BSR RP mappings

S

HO1#show 1p p1m rp map
PIM Group-to-RP Mappings

Group(s) 224.0.0.0/4
RP 20.20.127.3 (?), v2
Info source: 20.20.127.2 (7?), via bootstrap, priority 0, holdtime 150
uptime: 00:01:04, expires: 00:02:18
RP 20.20.127.2 (7)), w2
Info source: 20.20.127.2 (?), via bootstrap, priority 10, holdtime 150
uptime: 00:01:27, expires: 00:02:17

DC-SWITCH#Show ip pim rp map
PIM Group-to-RP Mappings
This system is a candidate rRP (v2)

Group(s) 224.0.0.0/4
RP 20.20.127.3 (?), v
Info source: 20. 20 12? 2 (?), via bootstrap priority 0, holdtime 150
uptime: 3d07 h, exp1res 00:02:26
RP 20.20.127.2 (?),
Info source: 20. 20 12? 2 (?), via bootstrap, priority 10, holdtime 150

uptime: 3d07h, expires: 00:02:28
DC—SWITCH#Et

Check the BSR-router

#show ip pim bsr-router

HO2#show ip pim bsr-router
PIMv2 Bootstrap information
This system is the Bootstrap Router (BSR)
BSR address: 20.20.127.2 (?)
Uptime: 3d07h, BSR Priority: 0, Hash mask length: 0
Next bootstrap message in 00:00:20
candidate RP: 20.20.127.2(Loopback0)
Holdtime 150 seconds
Advertisement interval 60 seconds
Next advertisement in 00:00:21
Group acl: 11
Candidate RP priority : 10
HOZ#l

DC-SWITCH#show ip pim bsr-router
PIMv2 Bootstrap information
BSR address: 20.20.127.2 (7?)
uptime: 3d07h, BSR Priority: 0, Hash mask length: 0
Expires: 00:01:33
Candidate RP: 20.20.127.3(Loopback0)
Holdtime 150 seconds
advertisement interval &0 seconds
Next advertisement in 00:00:48
Group acl: 11
DC—SWITCHEY

2.2.b [iii] Bidirectional PIM

Bidir-PIM use a concept of an elected Designated Forwarder (DF) that establishes a loop-free Shared Tree routed
at the RP.

— On each point-to-point link and every network segment one DF is elected for every RP of Bidirectional group,
the DF will be responsible for forwarding multicast traffic received on that network.

— The election of DF is based on the best unicast routing metric of the path to the RP, and consider only one path
(no Assert messages) the order is as follow:

— Best Administrative Distance.

— Best Metric.

— And then highest IP address.
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This way multiple routers can be elected as DF on a segment, one for each RP and one router can be elected DF
on more than one interface.

Both Bidir-PIM and the traditional PIM-SM can perfectly coexist in the same PIM domain using the same RPs.

One of the use case was for Bi-directional PIM is: Trading — Low Latency.

One of the major applications for Multicast is financial services, stock markets etc, and in today's climate of HFT
(High-Frequency-Trading), latency is a big no-no.
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Configure HO2 as RP

ip pim bidir-enable

ip pim rp-address 20.20.127.2

ip pim send-rp-announce Loopback0 scope 255 bidir
ip pim send-rp-discovery Loopback0 scope 255

Rest all routers same ( HO1, HO3, DC-Switch) along with sparse-mode config

ip pim bidir-enable
ip pim rp-address 20.20.127.2

Lets do checkings and tests.

Command Description
# mrinfo - Shows info about PIM neighbor connectivity
# sh ip pim interface - Shows the interfaces with PIM configured

- Shows the mode, query interval and DR per segment

# sh ip pim rp mapping - Shows the PIM group-to-RP mappings

# sh ip pim neighbors - Shows PIM neighbours

#sh ip pim int df - Shows info about the elected DF for each RP of an
interface
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From HO3 able to ping 238.1.1.1 and 238.2.2.2

HO3#ping 239.1.1.1
Type escape sequence to abort,
sending 1, 100-byte 1cmp Echos to 239.1.1.1, timeout is 2 seconds:

reply to request O from 10.10.127.1, 6
Reply to request O from 10.10.127.1, 10 ms
Reply to request O from 10.10.127.1, 10 ms
rReply to request O from 10.10.127.1, 10 ms
HOl#ping 239.2.2.2

Type escape sequence to abort.

Sending 1, 100-byte 1CMP Echos to 239.2.2.2, timeout is 2 seconds:

Reply to request O from 10.10.127.4, 4 ms
reply to request O from 10.10.127.4, 4 oS
rReply to request O from 10.10.127.4, 4 ms
Reply to request O from 10.10.127.4, 4 ms

sh ip pim rp mapping

HO2#sh ip pim rp mapping

PIM Group-to-RP Mappings

This system is an RP (Auto-RF)

This system is an RP-mapping agent (Loopback0)

Group(s) 224.0.0.0/4
RP 20.20.127.2 (?), v2vl, bidir
nfo source: 20.20.127.2 (7)), elected via AUTO-RP
Uptime: 00:08:03, expires: 00:02:55
Group(s): 224.0.0.0/4, static
RP: 20.20.127.2 (7)

HOZ#mrinfo

10.10.4.1 [version 15.4] [flags: PMA]:
20.20.127.2 -> 0.0.0.0 [1/0/pim/querier/Teaf]
11.311.311.2 -> 11.11.311.1 [1/0/pim/querier]
33.33.33.1 -> 33.33.33.2 [1/0/pim]
10.10.88.1 -> 10.10.88.2 [1,/0/pim]
10.10.77.1 -> 10.10.77.2 [1/0/pim]

HO2#sh ip pim int df
T

* implies this system is the DF

Interface RP DF wWinner Metric
Loopback0 20.20.127.2 ®20.20.127.2 o
Ethernet0/1 20.20.127.2 *11.11.11.2 0
etherneto/3 20.20.127.2 *10.10.88.1 o
Ethernet1/0 20.20.127.2 *10.10.77.1 0
HO2#

HO2#show ip mroute
IP Multicast Routing Table

Uptime

00:11:
00:11:
00:11:
00:11:

Flags: D - Dense, 5 - Sparse, B - Bidir Group, s - S35M Groug, C - Connected,
1

- Local, P - pruned, R - RP-bit set, F - Register ag,

- URD, I - Received Source specific Host Report,

- Multicast Tunnel, z - MDT-data group sender,

Joined MDT-data group, ¥ - Sending to MDT-data group,
- Received BGP C-Mroute, g - Sent BGP C-Mroute,

- Received BGP 5-A Route, q - Sent BGP S-A Route,
- RD & Vector, v - Vector, p - PIM Joins on route,
- VXLAN group

wE€LZO<NC =
1

outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join

Timers: Uptime/Expires
Interface state: Interface, Next-Hop or VCD, State/Mode

(%,224.0.0.0/4), 00:11:54/-, RP 20.20.127.2, flags: B
Bidir-upstream: Loopback0, RPF nbr: 20.20.127.2
Incoming imterface 1ist:

Ethernetl/0, Accepting/Sparse
Ethernet0/3, Accepting/Sparse
Ethernet0/1, Accepting/sparse
Loopback0, Accepting/Sparse

(%, 239.1.1.1), 00:11:14/00:03:22, RP 20.20.127.2, flags: B
Bidir-upstream: Null, RPF nbr 0.0.0.0
outgoing interface 1ist:
Ethernet0/3, Forward/sparse, 00:11:14/00:03:22

(%, 239.2.2.2), 00:11:15/00:03:24, RP 20.20.127.2, flags: B
Bidir-upstream: null, RPF nbr 0.0.0.0
outgoing imterface 1ist:
Ethernetl/0, Forward/Sparse, 00:11:15/00:03:24
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- SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
- Proxy Join Timer Running, A - Candidate for MSDP Advertisement,

- Received BGP sShared-Tree Prune, n - BGP C-Mroute suppressed,
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HO3#show ip mroute
IP Multicast Routing Table
Flags: D - Dense, 5 - Sparse, B - Bidir Group, s - 55M Group, C - Connected,
L Local, P - Pruned, R - RP-bit set, F - Register flag,
SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
Proxy Join Timer Runming, A - Candidate for MSDP Advertisement,
URD, I - Received Source Specific Host Report,
Multicast Tunnel, z - MDT-data group sender,
Joined MDT-data group, ¥ - Sending to MDT-data group,
received BGP C-Mroute, g - Sent BGP C-Mroute,
Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
rReceived BGP S-A Route, q - Sent BGP 5-A Route,
RD & Vector, v - Vector, p - PIM Joins on route,
- VXLAN group
outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
Timers: Uptime/Expires
Interface state: Interface, Next-Hop or VCD, State/Mode

MEOZT O CNC -

(®,224.0.0.0/4), 00:11:17/-, RP 20.20.127.2, flags: B
Bidir-upstream: Ethernet0/0, RPF nbr: 10.10.77.1
Incoming interface Tist:

Ethernet0/1, Accepting/sparse
Loopbackl, Accepting/Sparse
Loopback0, Accepting/sSparse
Ethernet0/0, Accepting/sparse

(®, 239.2.2.2), 00:11:17/00:02:34, RP 20.20.127.2, flags: BCL
Bidir-upstream: Ethernet0/0, RPF nbr 10.10.77.1
outgoing interface list:
Loopbackl, Forward/sparse, 00:11:17/00:02:34
Ethernet0/0, Bidir-upstream/sparse, 00:11:17/stopped

2.2.b [iv] Source-specific multicast

The multicast that you are probably familiar with (PIM sparse and dense mode) using IGMPv2 are also known
as ASM (Any Source Multicast). This means that the receivers really don’t care what source they receive
multicast traffic from, all sources are accepted.

Using sparse mode our receivers require the RP (Rendezvous Point) to discover new sources in the network.
SSM (Source Specific Multicast) requires IGMPv3 and lets us join multicast groups from specified source

addresses.

SSM uses no RP, instead it uses IGMP version 3 to signal what channel (source) it wants to join for a group.
IGMPv3 can use INCLUDE messages that specify that only these sources are allowed or they can use EXCLUDE to
allow all sources except for these ones.

SSM has the IP range 232.0.0.0/8 allocated and it is the default range in I0S but we can also use SSM for other IP
ranges. If we do we need to specify that with an ACL.

SSM can be enabled on all routers that should work in SSM mode but it is only really needed on the routers that
have receivers connected since that is the place where the behaviour is really changed. Instead of sending a
(*,G) join to the RP the Last Hop Router (LHR) sends a (S,G) join directly to the source.

- SSM is an extension of IP multicast where datagram traffic is forwarded to receivers from only those
multicast sources to which the receivers have explicitly joined.

- For multicast groups configured for SSM, only source-specific multicast distribution trees (no shared trees)
are created.

- IANA has reserved the address range 232.0.0.0/8 for SSM applications and protocols.
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Command Description

#ip pim ssm [default | range-acl] Enables SSM by defining the SSM range of IP multicast
addresses

#interface fa0/0 Enables IGMPv3 on this interface. IGMPV3 required for

#ip igmp version 3 SSM (def = v2)

#sh ip igmp groups detail Shows the (S,G) channel subscription through IGMPv3

#sh ip mroute Shows whether a multicast group supports SSM service or
whether a sourcespecific
host report was received

s P . 10.10.4.100:28
e
» a1 z e L o2\

(-]j.,, el 003) p

T OSPF Aread L

210222 R 0.10.77.002

10.10.66.2024

BB - CCIE
Layer 3 Multicast
PIM SSM

basic config all device

ip multicast-routing

Enable pim sparse-mode on all interface participated

ip pim sparse-mode

ACL to allow different range other than 232.0.0.0/8 on the source

configt
I

access-list 12 permit 239.1.1.1
access-list 12 permit 239.2.2.2

ip pim ssm range 12
!

end

IGMP join from client ( make sure igmp v3 enablesd on the interface)

interface Loopbackl
ip address 10.10.127.1 255.255.255.0
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ip pim sparse-mode

ip igmp join-group 239.1.1.1 source 20.20.127.3 < -- all the source ip to join
ip igmp join-group 239.1.1.1 source 20.20.127.1

ip igmp join-group 239.1.1.1 source 20.20.127.2

ip igmp join-group 239.1.1.1 source 20.20.127.4

ip igmp version 3

wol#show ip mroute

IP Multicast Routing Table
Flags: D - Dense, S - Sparse, B - 8idir Group, 5 - SSM Group, € - Connected,

- Local, P - Pruned, R - RP-biT set, F - Régister flag,

SPT-bit set, 2 Join SPT, M MSDP created entry, E EXtranet,
« Proxy Join Timer Ku i , A -« Candidate for MSDP Advertisement,
- URD, I - Received Source Specific Host Report,

- Multicast Tunnel, z - MDT-data group sender,
- Joined MDT-data group, y - Sending to MDT-data group,
Received BGP C-Mroute, g Sent BAGP C-Mroute,
Received BG» Shared-Tree Prune, n - BGP C-Mroute suppressed,
Received BGP S-A Route, q - Sent BGP S-A Route,
- RD & vector, v - vVector, p - PIM Joins oo route,
VXLAN group
outgoing inmterface flags: H - Hardware switched, A Assert winner, p - PIM Join
Timers: uptime/Expires
Interface state: Interface, Next-Hop or VCD, State/Mode

XECDZO<KNS x4

(20.20.3127.1, 239.1.1.1), 00:00:28/00:03:26, flags: sT
incoming interface: LoopbackO, RPF nbr 0.0.0.0
outgoing interface list:
ethernet0/2, Forward/sparse, 00:00:28/00:03:01
(20.20.127.1, 239.2.2.2), 00:01:43/00:02:45, flags: s7T
Incoming inmterface: LoopbackD, RPF nbr 0.0.0.0
outgoing interface list:
Ethernet0/1, Forward/sparse, 00:01:43/00:02:45
(*, 224.0.1.40), 00:14:42/00:02:11, RP 0.0.0.0, flags: ©CL
Incoming interface: sull, RPF nbr 0.0.0.0
outgoing interface list:
LoopbackO, Forward/sparse, 00:14:44/00:02:11

2.2.b [v] Group to RP mapping

Auto-RP automates the distribution of group-to-rendezvous point (RP) mappings in a PIM network. To make
Auto-RP work, a device must be designated as an RP mapping agent, which receives the RP announcement
messages from the RPs and arbitrates conflicts. The RP mapping agent then sends the consistent group-to-RP
mappings to all other devices by way of dense mode flooding. Thus, all routers automatically discover which RP
to use for the groups they support. The Internet Assigned Numbers Authority (IANA) has assigned two group
addresses, 224.0.1.39 and 224.0.1.40, for Auto-RP.

The mapping agent receives announcements of intention to become the RP from Candidate-RPs. The mapping
agent then announces the winner of the RP election. This announcement is made independently of the decisions
by the other mapping agents.

2.2.b [vi] Multicast boundary

Controlling the border for a multicast domain can be done with two basic mechanisms. Fist using the TTL option
with AutoRP but some topologies make this difficult to implement effectively. Another option is the ip multicast
boundary acl filter-autorpcommand. This feature can filter both the data and control planes based on the applied
acl. Standard access lists specify the group to filter and extended access lists define source and group.

o IP PIM sparse mode configuration
o Controlling the edge of a multicast domain
o Using ACL's to define filtering criteria
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2.2.c Implement and troubleshoot multicast source discovery protocol

Multicast Source Discovery Protocol (MSDP) is a protocol designed to address the interconnection among
multiple PIM-SM multicast domains. The goal of this protocol is to help a multicast domain to discover
information about multicast sourceslocated in other PIM-SM multicast domains.

MSDP is a fundamental piece in an inter-domain multicast solution. The applicability of MSDP is limited to the
Any Source Multicast (ASM) model with PIM-SM as the intra-domain multicast routing protocol. Another
important applicability point to consider is that MSDP is designed to work with IPv4, and there is not an IPv6
version.

Architecture

Let’s start first with a brief introduction to the problem solved by MSDP, followed by a simple example of an
Interdomain multicast case using MSDP and some important MSDP design considerations.

In the ASM model with PIM-SM, the receiver Designated Router (DR) sends joins messages to the RP in response
to the receiver interest in receiving some group G. This results in the construction of a shared tree from the RP
to the receivers. When a source starts transmitting, the source DR registers to the RP, letting know its presence
and starting the process of data flow down the shared tree to the receivers. The point here is that the RP is the
central point of the PIM-SM multicast domain that obtains all the information about the interested receivers
and all the active sources.

For several reasons (security, efficiency, etc.), the network administration may decide to split up the multicast
domain in two different PIM-SM domains. After that, the RP in different multicast domains will be isolated and
they won’t have access to multicast source information from any other domains. MSDP solves the problem of
source discovery between isolated multicast domains.

The figure shows two PIM-SM domains in two different AS. MSDP may be used in this scenario to provide an
inter-domain multicast solution. With MSDP, remote RP can discover active multicast sources in other domains,
enabling multicast traffic delivery to the interested local receivers.
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Inter-domain multicast solution using MSDP - Multicast source information sharing
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“Inter-domain optimal multicast data flows s

A brief explanation of the pictured steps:

Receiver joins to (*,G).

MSDP peering in place, with MBGP in parallel to ensure peer-RPF check PASS.

Source appears and registers to its local RP.

MSDP shares information about sources with peers via MSDP SA messages.

Remote RP joins the source (S,G) and starts delivering multicast traffic via shared tree to interested receivers.
Remote FHR (LHR in the data path) may decide to join the Source if the SPT switchover is enabled, resulting in
inter-domain optimal multicast data flow.

The MSDP peering is established between routers to share multicast source information (TCP 639). The peering
is usually configured between RP devices, but any other router can be a MSDP peer too. Once the source is
discovered PIM-SM mechanisms allows multicast users in one domain to receive multicast data from sources
located in remote domains.

MSDP brings some other important functionalities with it, like Anycast RP. Anycast RP provides redundancy and
load sharing functionality to high availability scenarios. Basically, it allows several RP in the same domain to
share the same IP address. Setting up MSDP peers between RP, the multicast sources register... and the
multicast receivers join... to the closest RP, ending up in a load balanced with RP redundancy scenario.
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Reverse Path Forwarding Rules

MSDP peers must follow the peer-RPF forwarding rues to avoid MSDP SA message looping conditions.
In some cases, the peer-RPF check may be avoided. This should happen in the following cases:

The MSDP peer is the Originating RP of the MSDP SA message.

The MSDP peer is a mesh-group peer (in this case the receiver device doesn’t forward the MSDP SA message to
any other mesh group member).

The MSDP peer is configured as the default MSDP peer.

The MSDP peer is the one and only MSDP peer configured.

When MSDP is used in combination with MBGP to ensure peer-RPF check pass, the following rules apply:

Sending MSDP Condition to pass the peer-RPF check
peer
iBGP peer MSDP peer address == BGP peer address
eBGP peer First AS in the path to RP == MSDP peer AS
Not a BGP peer | First AS in the path to RP == Sending MSDP
peer AS

In the RPF calculation is important to consider the preference of the different routing tables:

Static Mroute
MBGP
Unicast

The multicast routing information base (MRIB) is always checked before the unicast RIB (URIB). If there is no
path on any table to the MSDP peer, then the peer-RPF will fail and the MSDP SA message will be discarded.

Mesh groups

MSDP mesh groups help to reduce the number of MSDP SA messages that circulates among MSDP peers. It's
basically a MSDP optimization mechanism to reduce the control traffic transported by the network.

MSDP peers are configured in full-mesh configuration and its members can be in the same or in different
multicast domains as well on the same or different AS.

The peer-RPF check for mesh group members is a bit different than in a nonmember. After the reception of the
MSDP SA message, the source of the peer is checked:

If the MSDP peer is an outsider, then perform a peer-RPF check. If the check PASS, then forward the message to
all mesh group members; else drop.

If the MSDP peer is a mesh group member, then accept the MSDP SA message without peer-RPF check (and do
not forward the message to any other member of the mesh group).
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Interdomain multicast within an AS

This is one of the typical MSDP use cases. Two PIM-SM multicast domains administratively isolated within the
same AS.

Inter-domain multicast within AS 65001 - ASM + MSDP between RRs of two PIM-SM domains
o « w5 u s« MSDP peers * *** ¢ op
(' *»»~IBGP (peer-RPF)r = » » » B
Shared
piM-sm (*.G) Tree o

R (S.G) i mMspp  ___ / Domain (R
' S }\; \ A / __TCP838 | \ B / _IGMP ——

UPSTREAM | “— AS 65001 ~_ [ powNSTREAM

In this case, as each RP has only one MSDP peer, the IBGP session to perform the peer-RPF check is optional. The
MSDP SA messages are automatically accepted without any check (see RPF rules section).

Interdomain multicast among different AS

In this case the source information is distributed among different multicast domains, some of them in the same
AS and some in remote AS. In this case MSDP in combination with MBGP in parallel could be used.

Inter-domain multicast between different AS - ASM (PIM-SM) + MPBGP (RPF) + MSDP

C ASE5002 L

e

—
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The MBGP parallel the MSDP peer relationships to ensure the RPF check success.
Summary

MSDP enabled remote source discovery and opened the possibility to modularize and isolate different multicast
domains that may or not be spread among autonomous systems. Let’s review some of the design
advantages derived from using MSDP:

Modularity & isolation: a network may be designed with different PIM-SM domains, each one independent from
each other from the functionality point of view. As each domain uses its own RP, local sources and interested
receivers can work independently. Modularity and isolation between modules can help in case of failure
contention and clear choke points between modules reduce the Mean Time to Repair (MTTR).

Security: from the security point of view, the network administration can decide if the multicast source
information of one domain is shared or not with other domains within their own AS or with remote AS.
Efficiency: interested receivers within a multicast domain can signal their interest in receiving information about
a multicast group to their local RP. This way, the state of the network is kept lower and distributed among
multicast domains.

Last but not least, MSDP applications like Anycast RP provide for redundancy and load-balancing functionality to
RP deployments. Anycast RP is available for IPv4 and IPv6, but MSDP it’s not, so in IPv6 scenarios an extension of
PIM should be used to provide that kind of functionality.

2.2.c.[i] Intra-domain MSDP [anycast RP]

IP multicast is deployed as an integral component in mission-critical networked applications throughout the
world. These applications must be robust, hardened, and scalable to deliver the reliability that users demand.
Using Anycast RP is an implementation strategy that provides load sharing and redundancy in Protocol
Independent Multicast sparse mode (PIM-SM) networks. Anycast RP allows two or more rendezvous points (RPs)
to share the load for source registration and the ability to act as hot backup routers for each other. Multicast
Source Discovery Protocol (MSDP) is the key protocol that makes Anycast RP possible.

The scope of this document is to explain the basic concept of MSDP and the theory behind Anycast RP. It also
provides an example of how to deploy Anycast RP.

2.2.c.[ii] SA filter

MSDP-SA messages contain (source, group (S,G)) information for rendezvous points (RPs) (called MSDP peers) in
Protocol Independent Multicast sparse-mode (PIM-SM) domains. This mechanism allows RPs to learn about
multicast sources in remote PIM-SM domains so that they can join those sources if there are local receivers in
their own domain. You can also use MSDP between multiple RPs in a single PIM-SM domain to establish MSDP
mesh-groups.

With a default configuration, MSDP exchanges SA messages without filtering them for specific source or group
addresses.

Typically, there are a number of (S,G) states in a PIM-SM domain that should stay within the PIM-SM domain,
but, due to default filtering, they get passed in SA messages to MSDP peers. Examples of this include domain local
applications that use global IP multicast addresses, and sources that use local IP addresses (such as 10.x.y.z). In
the native IP multicast Internet, this default leads to excessive (S,G) information being shared. To improve the
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scalability of MSDP in the native IP multicast Internet, and to avoid global visibility of domain local (S,G)
information, we recommend using the following configuration to reduce unnecessary creation, forwarding, and
caching of some of these well-known domain local sources.

Reading References:

https://www.cisco.com/c/en/us/support/docs/ip/multicast/200101-Multicast-Routing-MSDP-and-PIM-walk-
th.html

https://www.cisco.com/c/en/us/about/security-center/multicast-toolkit.html

= LEFT BLANK =
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2.3 Fundamental routing concepts

2.3.a Implement and troubleshoot static routing
2.3.b Implement and troubleshoot default routing

CCIE Journey 2019

Static routing refers to routes to destinations being listed manually, or statically, as the
name implies, in the router. Network reachability in this case is not dependent on the
existence and state of the network itself. Whether a destination is active or not, the
static routes remain in the routing table, and traffic is still sent toward the specified
destination.
Default routing refers to a “last resort” outlet. Traffic to destinations that is unknown
to the router is sent to that default outlet. Default routing is the easiest form of routing for a
domain connected to a single exit point.
Dynamic routing refers to routes being learned via an interior or exterior routing
protocol. Network reachability is dependent on the existence and state of the network.
If a destination is down, the route disappears from the routing table, and traffic is not
sent toward that destination.

Default routes are used to direct packets addressed to networks not explicitly listed in the routing table. Default
routes are invaluable in topologies where learning all the more specific networks is not desirable, as in case of
stub networks, or not feasible due to limited system resources such as memory and processing power.

This document explains how to configure a default route, or gateway of last resort.

ip default-gateway
ip default-network

ip route 0.0.0.0 0.0.0.0 x.x.x.x

2.3.c Compare routing protocol types

2.3.c [i] distance vector
2.3.c [ii] link state
2.3.c [iii] path vector

Distance vector

Link state

Path vector

Distance — hop or metric Vector —
direction
ex. Ripv2

Bellman-Ford

periodic transmission of
entire routing table
mathematical comparison
using measurement of
distance

limited by hop count (
15Max)

ex. OSPF and 1S-IS

Dijkstra

sends local connection
information to all nodes on
the internetwork

forms adjacencies with and
sends link state
information to same
protocol speaking
connected neighbors
about the state of it's own
links

ex. BGP

e subset of DV

e constructs lists of passed
AS paths to establish
metrics and remain loop
free

e attributes are employed to
affect sending and
reception of traffic
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e constructs a view of the
entire topology with this
information

Advanced DV

ex. EIGRP
e DUAL (Diffusing Update
Algrithm)

e exhibits characteristics of
both link state and DV

2.3.d Implement, optimize and troubleshoot administrative distance

Best path selection — first criterion a router uses to determine which routing protocol to use if 2 protocols
provide information to the same destination

Lower admin distance is considered more reliable

Modify AD of a protocol with ‘distance’ cmd in the routing process — Local to that router

Routing decision criteria

Administrative Distances (default)

Routing Table

1) Valid next hop

upon update receipt, the router
verifies a valid next hop

2) Metric

the router then attempts to install
the best routing metric
(OSPF=cost, ie) into the table

3) Administrative Distance

If multiple routing protocols are
running, the route with the lowest
AD is used

4) Prefix

Longest match preferred; trumps
AD

Connected interface 0

Static route 1

EIGRP summary route 5
External BGP 20

Internal EIGRP 90

IGRP 100

OSPF 110

IS-1S 115

RIP 120

Exterior Gateway Protocol 140
On-demand routing 160
External EIGRP 170

Internal BGP 200

Unknown 255

A floating static route is a route
artificially increased from it’s
default, ie. for EIGRP a floating
static could be added with an AD
of 93, which would be used in the
event of a dynamic EIGRP route
(AD 90) not found.

Routing’s classic model, hop-by-
hop, keeps a list of destinations
with their reachable next hops in
the routing table. In recent years
the hop-by-hop paradigm has
given way to more advanced
methods such as MPLS, which
enables label lookup to dictate the
next hop determination. Traffic
engineering considerations have
become popular as well, such as
QOS, that are not limited to
routing table only criteria.
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2.3.e Implement and troubleshoot passive interface

Passive interfaces participate in routing protocols however they do not send hello messages.
This prevents adjacencies from being formed on that interface.

The interface will also not receive routing updates.

The benefit is that the interface will still be advertised into the routing protocol.

You can configure passive interfaces in two ways.
The first was is to specify a specific interface as passive:
#passive-interface <interface>

The second option is to configure all interfaces as passive by default, and then specify an interface as not
passive: (in config mode)

#passive-interface default
#no passive-interface <interface>

2.3.f Implement and troubleshoot VRF lite
VRF without MPLS (VRF Lite)
Support different routing tables on the same device

o Allows for overlapping IP addressing as long as they are in different vrf’s
e Uses input interfaces to distinguish routes form over vpns
TCAM resources are shared between all vrf's

Note : Does not support ISIS
Configuration

Following only works with I1Pv4

ip vrf [name]

rd [route-distinguisher] --> required

route-target {export | import | both} --> optional in vrf-lite
import map route-map

Following works with IPv4 and IPv6
vrf definition RED

rd 1:1

!

address-family ipv4

exit-address-family

I

address-family ipv6

exit-address-family

Interface > ip vrf forwarding [vrf name] --> removes current IP when applied

Router(config-if)#tvrf forwarding RED
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EIGRP

router eigrp [as]
address-family ipv4 vrf VRF

Router(config)#router eigrp NAMED
Router(config-router)#address-family ipv4 vrf RED as 1

OSPF
router ospf [process id] vrf [vrf name]
BGP

router bgp [as]
address-family ipv4 vrf [vrf name]

2.3.g Implement, optimize and troubleshoot filtering with any routing protocol

Options:
Control routing updates with passive interface

Control processing and advertising in routing updates

e Distribute List — Filter prefixes inbound/outbound
e Offset List — Change incoming/outgoing metrics

e Administrative Distance

e Summarization

e Floating Routes

e  OSPF — LSA Filters

Match IP/Prefixes

Standard Access List

e Extended Access List
o Prefix List
o Tag
e Route Map
- Match next-hop
- Match route-source
- Match Metric
- Match route-type
- Match Tag
- Match Interface
- Match IP address
OSPF

OSPF can filter on more than just tags or IP addresses. You can also filter LSA types from being forwarded into
other areas based on the area type.
Stub Area: Stops type 4 and 5 LSAs
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Totally Stubby: Stops type 3, 4 and 5 LSA’s, only gets 1 default type 3 LSA
Not So Stubby Area: Translates type 7 into 5. Stops type 4 and 5 LSAs
Totally No So Stubby Area: Translates type 7 into 5. Stops type 3, 4 and 5 LSA’s, only gets 1 default type 3 LSA

BGP

BGP is also not limited to filtering on the normal set of tags and ip addresses. Routes can be filtered based on
the AS number and communities. More details of this will be in the BGP section

access-list 2 permit host
[ip]

!

router rip

offset-list 1 in 3 [int]
offset-list 2 out 16 [int]

Distribute List with
Prefix-list

ip prefix-list
NOT_FROM_R4 seq 5
deny 155.1.0.4/32

ip prefix-list
NOT_FROM_R4 seq 10
permit 0.0.0.0/0 le 32

I

ip prefix-list PERMIT_ALL
seq 5 permit 0.0.0.0/0 le
32

!

ip prefix-list
RIP_FILTER_TO_R8 seq 5
deny 150.1.6.6/32

ip prefix-list
RIP_FILTER_TO_RS seq
15 permit 0.0.0.0/0 le 32
I

router rip

distribute-list prefix
RIP_FILTER_TO_R8 out
GigabitEthernet1.58
distribute-list prefix
PERMIT_ALL gateway
NOT_FROM_R4 in

Distribute List with
Standard ACL

NOT_FROM_R4 seq 5
deny 155.1.146.4/32

ip prefix-list
NOT_FROM_R4 seq 10
permit 0.0.0.0/0 le 32

I

ip prefix-list PERMIT_ALL
seq 5 permit 0.0.0.0/0 le
32

!

router eigrp 100
distribute-list prefix
PERMIT_ALL gateway
NOT_FROM_R4 in

Distribute List with
Standard ACL
access-list 1 permit
0.0.0.0 255.255.254.255
I

router eigrp 100
distribute-list 1 in
GigabitEthernet1.79

Distribute List with
Exteneded ACL
access-list 100 deny ip
host 155.1.0.4 host
150.1.9.9

access-list 100 permit ip
any any

I

router eigrp 100
distribute-list 100 in
TunnelO

Offset List
router eigrp 100

distribute-list 1 in

!

access-list 1 deny
150.1.1.1 0.0.0.0
access-list 1 permit any

Administrative Distance
access-list 10 permit
155.1.146.0

I

router ospf 1

distance 255 150.1.5.5
0.0.0.010

Distribute List with
Route Map

route-map
DENY_VLAN146_FROM_
R4 deny 10

match ip address 3
match ip next-hop 4

I

route-map
DENY_VLAN146_FROM_
R4 permit 20

I

router ospf 1
distribute-list route-map
DENY_VLAN146_FROM_
R4 in

RIP EIGRP OSPF ISIS

Offset List Distribute List with Distribute List with Route filtering by route
access-list 1 permit host | Prefix List Standard ACL destination with ACL
lip] ip prefix-list router ospf 1 access-list access-list-

number {permit | deny}
ip any destination-
address destination-
wildcard

!

interface type number
ip router isis [route-tag]
I

router isis route-tag
distribute-list access-list-
number in [interface-
type interface-number]
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access-list 1 permit
0.0.1.0 255.255.254.255
!

router rip

distribute-list 1 in

Distribute List with
Extended ACL
access-list 100 deny ip
host 155.1.0.1 host
150.1.1.1

access-list 100 permit ip
any any

I

router rip
distribute-list 100 in
tunnel0

Administrative Distance
router rip

distance 255 0.0.0.0
255.255.255.255 [acl]

offset-list 1 in 2000
GigabitEthernet1.37

Administrative Distance
access-list 4 permit host
150.1.4.4

I

router eigrp 100
distance 255 0.0.0.0
255.255.255.255 4

Distribute List with
Route Map

route-map
FILTER_ON_TAGS deny
10

match tag 4

I

route-map
FILTER_ON_TAGS permit
20

!

router eigrp 100
distribute-list route-map
FILTER_ON_TAGS in

2.3.h Implement, optimize and troubleshoot redistribution between any routing protocol

RIP EIGRP OSPF ISIS BGP

RIP uses a hop EIGRP uses a OSPF does not Metrics for ISIS are | BGP does not use a
count as it's metric | composite metric require a seed between 1 - 63. seed metric when
for routes, 16 being | can can be metric (cost), but There is no default | redistrbuting other

unreachable. You'll
want the metric to
be defined in a way
that will not allow
for a routing loop
to occur. A metric
must be defined
when redistibuting
other protocols into
RIP

computed based
on: bandwidth,
load, delay,
reliability and MTU.
A metric must be
defined when
redisitrubtuing
other routing
protocols into
EIGRP

Metric order:
Bandwidth (Kbps),
delay (tens of
microseconds),
reliability
(255=100%), load
(0-255,

one can be defined
. The default value
is 20, except for
BGP which is 1. The
subnet keyword
needs to be defined
on the
redistributed
protocol or only
major nets will be
redistributed.
There are 4
different route
types for OSPF
when
redistributing,
E1>E2, N1>N2

metric and one
should be
configured. The
default metricis 0 if
one is not included.

protocols into it.
OSPF has specicial
requirements when
redistributing into
BGP. Only intra-
area and inter-area
are included by
default. You'll need
to use the external
keyword if you
want external OSPF
routes to be
included
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255=100%loaded),
MTU (1500)
Becareful in named
mode EIGRP, metric
11111 nolonger
works because
you're using wide
metrics

Difference is how

the cost is

calculated

= E1-Normal
area, type 5
LSA, external
cost plus the
internal cost to
reach the route

= E2-Normal
area, type 5
LSA, cost of
route is always
the external
(20)

= NI1-NSSA
area, type 7
LSA, external
cost plus the
internal cost to
reach the route

= N2 - NSSA
area, type 7
LSA, cost of
route is always
the external
(20)

router rip
network 10.2.0.0
redistribute static
redistribute
eigrp[metric]
redistribute
ospf[metric]
redistribute isis
default-metric
[metric]

router eigrp [AS]
network 10.1.0.0
redistribute static
redistribute ospf
[metric]
redistribute rip
redistribute isis
default-metric
10000 100 255 1
1500

router ospf
[process ID]
network 10.10.0.0
0.0.255.255 area 0
redistribute static
metric 200
[subnets]
redistribute rip
metric 200
[subnets]
redistribute eigrp 1
metric 100
[subnets]
redistribute isis
metric 10 [subnets]

router isis
network

49.1234.1111.1111.

1111.00
redistribute static
redistribute rip
metric 20
redistribute eigrp 1
metric 20
redistribute ospf 1
metric 20

router bgp [as]
redistribute static
redistribute eigrp
[as]

redistribute isis ?
WORD ISO routing
area tag

clns Redistribution
of OSI dynamic
routes

ip Redistribution of
IP dynamic routes
level-1 IS-IS level-1
routes only
level-1-2 IS-IS level-
1 and level-2 routes
level-2 IS-IS level-2
routes only

metric Metric for
redistributed routes
route-map Route
map reference
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<cr>

redistribute ospf
[pid] match
redistribute ospf 1
match ?

external
Redistribute OSPF
external routes
internal
Redistribute OSPF
internal routes
nssa-external
Redistribute OSPF
NSSA external
routes

2.3.i Implement, optimize and troubleshoot manual and auto summarization with any routing protocol

Routes learned from other routing protocols can be summarized.
The metric used to advertise the summary is the smallest metric of all the more specific routes.
This command helps reduce the size of the routing table.

RIP
By default RIP will automatically summarize subnet routes into network level routes

router rip

version 2

[no] auto-summary
network x.x.x.x

Manual summarization can be done at an interface level.
The summary entry will be entered into the RIP database

R1(config-if)#ip summary-address rip x.x.x.x 255.255.255.0

EIGRP

Auto summary is enabled in EIGRP by default.

Summary routers are given an administrative distance of 5

Manual summarization can be performed at any point in the network

R1(config-if)#ip summary-address eigrp 1 0.0.0.0/0

OSPF
OSPF does not have an auto summaization feature and can only perform summarization at specific points in the
network.
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OSPF requires at an area has a the same database on each router in that area which means summarization can
only be done at area borders.

There are 2 types of summarization

Area range — ABR, summarize internal routes as they get passed to another area as a type 3 interarea LSA
Summary address — ASBR, summarize external routes before injecting them into the OSPF domain at type 5
external LSA’s

BGP
BGP has multiple different ways to summarize routes

network w/ static route
Aggregate-address

2.3.j Implement, optimize and troubleshoot policy-based routing
Policy based routing is being able to manipulate the path of traffic from what is being directed from the RIB.
Typically, this is implemented using route maps and match a source of traffic and changing the destination path.

All packets received on an interface with PBR enabled are passed through enhanced packet filters known as
route maps. The route maps used by PBR dictate the policy, determining to where the packets are forwarded.

* Route maps are composed of statements. The route map statements can be marked as permit or deny, and
they are interpreted in the following ways

» [f the packets do not match any route map statements, then all the set clauses are applied.

* [f a statement is marked as deny, the packets meeting the match criteria are sent back through the normal
forwarding channels and destination-based routing is performed.

» [f the statement is marked as permit and the packets do not match any route map statements, the packets
are sent back through the normal forwarding channels and destination-based routing is performed.

For traffic originated outside of the router

interface GigabitEthernet0/1
ip policy route-map PBR

route-map PBR permit 10
match ip address prefix-list LOOPBACK
set ip next-hop 2.2.2.2

For traffic originated from the router

ip local policy route-map LOCAL_PBR

2.3.k Identify and troubleshoot sub-optimal routing
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Sub-optimal routing can occur when using PBR as it may be asymetric due to not capturing traffic in both
directions.

Asymetric routing is when traffic goes out one interface and is recieved back on a different interface.

This may not cause a problem in normal cases, but if a firewall which requires state information, this will cause
traffic to be dropped.

You can identify this by checking the routing table, cef table and using traceroute to follow the traffic path.

2.3.1 Implement and troubleshoot bidirectional forwarding detection

BFD is a detection protocol designed to provide fast forwarding path failure detection times for all media types,
encapsulations, topologies, and routing protocols.

BFD is not tied to any routing protocol. A routing protocol can utilize BFD to help detect neighbor failures faster.
Enabled at an interface level. Must be configured on both ends of the link

CEF and IP routing is required on the router

Used to detect faults between 2 nodes connected by a link
e Low overhead detection on physical media that doesn’t support failure detection
e 3 way handshake to establish session

e Supports authentication
e  Must be explicitly configured

e Asynchronous
» Periodically send Hellos between each other
* |f number of packets are not received, session is considered down

e Demand

* No hellos are exchanged after session is established

= Assumed endpoints have another way to verify connectivity
Echo mode is enabled by default, works with asynchronous BFD
Config
interface [interface]
bfd internal [ms] mix-rx [ms] multiplier [interval]

bfd interval 50 min_rx 50 multiplier 5

router bgp [as]
neighbor [ip] fall-over bfd

router eigrp [as]
bfd all-interfaces

router ospf [pid]
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bfd all-interfaces

2.3.m Implement and troubleshoot loop prevention mechanisms
2.3.m [i] Route tagging, filtering

Loops can occur when you are redistributing bidirectionally at 2 different points in the network

Route Tagging, Filtering

Route tagging is the process of adding an indentifier (tag) to a set of prefixes. This tag can then be called in a
route map.

Route tagging and filtering
= Route redistribution can lead to loops
=  Metrics are normally destroyed when moving between protocols
= In some scenarios, a redistributed route may look better than a native route, leading to a loop
*= Route tagging allows you to mark a route so that it can be identified even after the metric has been
changed
* You can prevent learning your own route back again through another protocol
= Basic Steps:
- When redistributing out, apply a tag to all routes
- When redistributing in, filter any routes containing your tag from step #1
- Perform the process on all border routers

Note: use show ip route to view the tag

2.3.m [ii] Split horizon

Split horizon is used by distance vector routing protocols. This prevents a router from sending a route back out an
interface that the route was learned from. The only time you would disable this is in a hub/spoke setup where
the hub would need to send routes learned back to other spokes.

= Aloop prevention mechanism built in to Cisco routers to assist EIGRP with loop prevention
* Prevents a router from advertising a route out the same interface it was learned on

* Enabled by default

= May need to be overridden in certain cases

2.3.m [iii] Route poisoning

Used by distance vector routing protocols. Once you learn of a route through an interface, advertise it as
unreachable back through that same interface

*  When a route fails, a router will republish the route with the maximum metric (unreachable) set
= This prevents the router from re-learning its own route back again
»= Routers learning a poisoned route will remove it from their routing table without waiting for the hold-
down timers to expire due to the increased metric
*=  Only occurs when it is a “graceful” failure
- e.g. Not during power loss
- The router doesn’t have time to transmit the poisoned routes
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2.3.n Implement and troubleshoot routing protocol authentication
2.3.n [i] MD5
2.3.n [ii] key-chain
2.3.n [iii] EIGRP HMAC SHA2-256bit

2.3.n [iv] OSPFv2 SHA1-196bit
2.3.n [v] OSPFv3 IPsec authentication

Routing protocols can be configured to authenticate their neighbors to add some security to Peer Device
routing with.

RIP and EIGRP utilize key chains for authentication and can be configured per interface.
The lowest number valid key will be used for authentication and is ordered in a top-down for which key will

be used.

RIP Config
RIP can authenticate with text or md5

Do not add the mode if you want to use text authentication

key chain [name]

key [#]

key-string [string]

accept-lifetime [start] {infinite | end-time | duration seconds}
send-lifetime [start] {infinite | end-time | duration seconds}

interface [interface]

ip rip authentication key-chain [keychain name]

ip rip authentication mode md5

EIGRP Config

key chain [name]

key [#]

key-string [string]

accept-lifetime [start] {infinite | end-time | duration seconds}
send-lifetime [start] {infinite | end-time | duration seconds}

interface [interface]
ip authentication mode eigrp [as] md5
ip authentication key-chain eigrp [as] [key-chain]
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Named Mode

router eigrp [name]

af-interface default

authentication key-chain [keychain name]
authentication mode [hmac-sha-256 password | md5]

OSPFv2
There are 3 authentication types for OSPF, null, text and md5
e Null Authentication—This is also called Type 0 and it means no authentication information is
included in the packet header. It is the default
e Plain Text Authentication—This is also called Type 1 and it uses simple clear-text passwords
e MD?5 Authentication—This is also called Type 2 and it uses MD5 cryptographic passwords.

e Plain Text

interface [interface]
ip ospf authentication-key [password]

router ospf [pid]
area [area] authentication
MD5

interface [interface]
ip ospf message-digest-key [#] [password]

router ospf [pid]
area [area] authentication message-digest

show ip ospf interface [interface]

OSPFv3

OSPFv3 uses IPSec to enable authentication

interface [interface]

ospfv3 authentication {ipsec spi} {md5 | shal}{ key-encryption-type key} | null

ipv6 ospf authentication {null | ipsec spi spi authentication-algorithm [key-encryption-type] [key]}

ipv6 router ospf [pid]
area [area] authentication ipsec spi [spi authentication-algorithm] [key-encryption-type] [key]



Balaji Bandi

2.4RIPv2

2.4.a Implement and troubleshoot RIPv2

RIP v2 — Version one is now considered legacy and is a Class-full protocol.

CCIE Journey 2019

Not a very feature rich protocol. RIP is the most basic of all dynamic routing protocols.

Distance Vector IGP

- Uses split-horizon, poison reverse, and count to infinity (loop prevention)

-UDP port 520 for transport
— Metric is hop count
— Metric 16 is infinite metric

— Timers

Update timer:
Invalid timer:

Hold-down timer:

Flush timer:

30 seconds
180 seconds

240 seconds

— Supports authentication
e Plain text
e MD5

—AD is 120

Two version:

RIPv1
- Classful

- Updates as broadcast

RIPv2
-Classless

-updates as multicast to 224.0.0.9

Here is the Topology we use for Test RIP and RIPng

180 seconds

10.35.1.0/24 10.36.1.0/24
R3S R3S
)
10.30.35.0/24 10.30.36.0/24
Loopback ' o T To Loopback
10.30.1.0/24 10.30.30.0/24 @ 10.31.1.0/24
10.30.2.024 = &y— - 10.31.2.0/24
10.30.3.0/24 10.31.3.0/24
&)
10.30.32.0/24 BE - CCIE 10.30.31.0/24
RIP and RIPng
)

Loopback Loopback
10.32.1.0/24 @ (o) Q—ﬁ 10.33.1.0/24
* 32 »FR33
10.32.2.0/24 10.30.33.0/24 10.33.2.0/24
103230024 | @ . 10.33.3.0/24
10.30.37.0/24 10.30.38.0/24

o
> R3T
}ﬂ »RIE

127
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RIPv2
Basic Configuration:
R30/R31/R32/R33

router rip
version 2
network 10.0.0.0.
network x.x.x.x - respected connected network.

Check the output

#show ip route rip

RI0#how 1p route rip
codes: L - local, € - comnecred, 5 - statfc, R - WIw, ¥ - sobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter -rn
Nl - 0% NSSA external type 1. N2 - OS5I NSSA external type 2
El - OSPF external Type 1, E2 - O%F external Type 2
i - IS-1IS, su - IS-1I5 smy. Ll - IS-IS level-1, L2 - IS-I5 level-2
1a - 15-1S inter area, * - candidate default, U - per-user static route
0 - 0otR, P - perfodic downloaded STATIC route, M - e, | - LI59
A - application route
4+ « replicated route, % - next hop override

Gateway of 1ast resort iS5 mot set
10.0.0.0/8 15 variably subretted, 26 subnets, 2 masks

R 10.30.31.0/24 [120/1] via 10.30.30.2, 00:00101, EThernet0/0
R 10,30,33.0/24 [120/1] via 10.30,32.2, 00:00:17, Ethernet0/1
R 10.30.36.0/24 [120/1] via 10.30.30.2, 00:00:01, fthernet0/0
R 10, 30,37, 0/?4 120/1] v1a 10.30.32.2, 00:00:17, &thernet/1
R 10.30.38,0/24 [120/2] via 10.30.32,2, 00:00:17, Ethernet0/1
120/2] via 10.30.30.2, 00:00:01, Ethernet0/{
® 10.31.1.0/24 [120/1] via 10.30.30.2, 00:00:01, kthornet0/0
R 10,31.2.0/24 [120/1] via 10,30.30.2, 00:00:01, Etherner0/0
R 10.31.3.0/24 [120/1] via 10.30.30.2, 00:00:01, Ethernet0/0
R 10.32.1.0/24 [120/1] via 10.30.32.2, 00:00 Ertherneto/1
R 10.32.2.0/24 [120/1] via 10.30.32.2, 00! Erhermnt0/1
R 10.32.3.0/24 [120/1] via 10.30.32.2, 00: Ethernet0/1
R 10.33.1.0/24 [120/2] via 10.30.32.2, 00O: Ethernet0/1
120/2} via 10,30,.30,2, 00: . Fthernet0/0
R 10,33.2.0/24 [120/2] via 10.30,.32.2, 00: 7, Ethermnet0/1
120/2] via 10.30.30.2, 00:00:01, Ethernet0/0
B 10.33.3.0/24 uo,-'z via 10.30.32.2, 00:00:17, kthernet0/)
0/2) via 10,30,30.2, 00:00:01, Etherner0/0
R 22.0.0.0/8 [1.20:‘1] vh 10.”.!0.2. 00:00:01, Ethernet0/0

It learned all the networks from other rip enabled devices.

By default, RIP does the Auto Summary. (check with show ip protocols)

2104 show $p protocols
AT TP RMTING 3 NSF manre TUY

wout i 1 15 “applfcation”
El dau: ey O secords
Trvad b ter 0 seconds, hold down 0, flushed after O
Outgoing update Filter Jist for all interfaces 43 nat set
Lncosd ng updne filter Yist for all imerfaces 15 mot set
Naefeun 32
Rowting Tor M!mﬂs'
nootlng Information Sources:
Gat wnsy Bistarce Last Lpdate
Distance: (default 1s 43

routing Mrotocol is “rip”
outguing update Tilter Jist for a1l Ieterfaces is ot set
xmc-lng update filtwr lln for all irmterfacus s nm S.l
ng gdnu wvery §0 secomds, nest due on 14 aecond
Invalid aftes uo wcm. ho\ d down 150, flushed atrer 240

restistributing:
pefault wersien mml sw vors fon 2. receive yersion 2
Irter face Rety  Trigoered aIr sy -chain
Fthernet 00 .' 3
Ethernet0/1 7 7
Inmterface Send  kecy Triggered ®iF se-chain
Cthernet0/2 2 2
L kO 2 2
t ackl 2 2
! k2 2 7
1 %20 2 2
m-on sussarization 15 in effect

Rovting for mm—ts
10,0.0.0
20,0.0.0
nmu\o Inforsation Sources:
oistance Last vpdate
10‘ 30. 120 00:00:10
0.0, 00:00:26

U 120
nnunu' (default 1y 130)

Disable Auto Sumamry and Lets looks the RIP route.

RI0#FEshow run | sec router rip
router rip

version 2

network 10.0.0.0

network 20.0.0.0

no auto-summary

128



Balaji

Bandi

CCIE Journey 2019

Let's look at the Route (now we can see the exact network announced other rip enabled routers)

WAL ¥ how

ip routé rip

Codes: L - local, C - connected, S - static, ® - RIF, M - mobile, B - BGP

0 - txw, EX - EIGRI external, O -
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
e 1, E2 - OSPF external t

£l
1

+u0

- D5PF external v
- I5-1S, su - IS-I

apgi ication route

su-ury. L1 - IS-IS level-
ia - Is I5 inter area, * -

# - periodic downloaded static route,

- replicarod route, % - next hap averride

Gateway of 1ast resort 15 mox 5ot
10. o o 0/ 15 va:lab!y

o WEIEW W P OBEER PIPPRIIIA

#30eshaw

10, 30.2:0/24 f130/2
10.30.3.0/24 {120/1

0. 30.1.0/24 t 20,3
10, 30.32.0/24

10, 30. 33.0/24 [120/1

10. 30, 35.0/24
10.30.37.0/24

10.30.38.0/24 [120/
10.32.1.0/24 [120/2

10.32.2.0/24 [120/2
10.32.3.0/24 (120/2
10.33.1.0/24

subnetted, 26 subnets, 2 masks
via 10,310,301, 00:00:

via
via
via

via
\'I&

10,130,301,

10, 30, 30, l. 00
10.

fa 10.30. 1.
0.0/8 13 var'ably :ubneued 2 submn
20 0‘0 0/8 [120/1] via 10, 30, )o.l. 00
20,1.0/24 {120/1] via 10.30.30.1,

ip protocols

*** IP Routing is NSF aware ***

Rout 1 Protocol 1s

x"“‘ng

vaximun
Routing

l.outlrg mftrl.nim “aurces:

Gat o,

“application”

ates every D seconds

ter 0 second

th: 32
or Netwurks

oistance

nnran:o (Gefauly 15 &)

2outing Protocol s “rip”

outgoing wpdate Fiiter TisT for a11 interfaces is mar set
xncuﬂng upcdate FiToer TisT for A11 interfaces 1s mt set

!nul
Registr
Default

Interface
Etherpet0/0
Ethernet0/1
Interf
Ethernet0/2
Loopbackd

hold dewn O

Last wpdate

00

gs8888888

83
33
&

u?duu every J0 seconds, npext due In 21 seconds
ter 100 secoMs hold diwn 180, "lvshed aner 220

fbuting:

wers fon cm!rol send version 2, recefve version 2
end iztecv Triggered RIF

,0.0.0
Routing Inforsation Sources)
Gatewa Distance
10. 30. 30, 2 120
10. 30, 32.2 120
Distance: (default is 1203

Rip updates learn from Multicast Address 224.0.0.9

RIP: sending v2Z update to 224.0.0.9 via Loopback0 (10.30.1.1)

2
flecv  Triggered mip

Last Lgddle
00:00:01
00:00:23

RIP: build update entries

10.30.2.0/24 via 0.0.0.0, metric 1, tag 0
10.30.3.0/24 via 0.0.0.0, metric 1, tag 0

10.30.30.0/24
10.30.31.0/24
10.30.32.0/24
10.30.33.0/24
10.30.35.0/24
10.30.36.0/24
10.30.37.0/24
10.30.38.0/24

10.31.1.0/24 via 0.0.0.0, metric 2, tag O
10.31.2.0/24 via 0.0.0.0, metric 2, tag O
0 10.31.3.0/24 via 0.0.0.0, metric 2, tag 0

via
via
via
via
via
via
via
via

0.0.0.0

0.0.0.0,
0.0.0.0,
0.0.0.0,
0.0.0.0,
0.0.0.0,
0.0.0.0,
0.0.0.0,

Available Debug option for RIP:

R3D¥debug ip rip 7
RIP BFD EVeNnts

metric
metric
metric
metric
metric
metric
metric
metric

database RIP database events
events RIP protocol events
trigger RIP Trigger extension
<cr>

oA
-
“
o
1
3
-

flushed after O
outgouing updau filter “‘t for all interfaces iz not set
Incoming update filter 1ist for all interfaces is not set

1,

2,
i,
2,
i,
2,
2,
3,

w-,-dmn

Keys«chain

tag
tag
tag
tag
tag
tag
tag
tag

OSPF, IA - OSPF inter area

Crhernetd/1
Lthernet0/0
Crhornetd/1
trhornet0/0
trhernetd/1
sThernet0/0
Frherneta/1
Ftherneto/1
Elh-.-rnﬂ@/l

[=)=lololalo)e)a]

L2 ~ I5-15 level-2
candidate default, U - pcr user staﬂc route
NHRP

129
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By Default, RIP send all the updates all the connected interface, some interface where there is no updates
required, but still RIP send that information. To Optimise this, we need to make interface as passive interface so
that update will not send updates.

uxr prwouﬂ debogging 15 o

up sonding v2 update to Z24.0.0.9 via erhernetost (10.130,32.1)
niv: butld uvpdate enmtries

10, 30.1.0/24 via 0,0.0.0, metric 1, tag 0

10.50.2.0/M via 0,0.0.0, metric 1, tag 0

10.30.3.0/24 via 0.0.0.0, metric 1, 139 O
10.30.30,0/24 via 0.0.0.0, metric 1 tag 0
10.30. 31,0/ via 0,0,.0,0, metric 2, tag 0
lo.m.zs.o/u via 0.0.0.0, metric 1, Tag 0
10.30.36.0/24 via 0.0.0.0, metric 2, tag 0
10.31.1.0/24 via 0.0.0.0, wetric 2, tag 0
10, K1 2.0/ via 0.0.0.0, metric 2, 149 0
10.31.3.0/24 via 0.0.0.0, metric 2, tag 0
20.30.1.0/24 via 0,0.0.0, metric 1, tag 0
22.71.1.0/24 via 0,0,0.0, metric 2, tag 0

R0
wy: sending v2 up&u tn 224.0.0.9 via Loopback20 (20.30.1.1)
wes wno mdate entr
1.0/4 nla 0,0.0.0, metric 1, Tag 0
10 )o 2.0/24 via 0.0.0.0, metric 1, tag 0
10.30.3.0/24 via 0.0.0.0, metric 1, t 0

8

10, 30. 30,0774 via 0.0.0.0, metric 1, tag 0
10.30.31.0/24 via 0.0.0.0, metric 2, tag 0
10.30.32.0/24 via 0.0.0.0, metric 1, tag 0
10,30, 33,0/24 via 0,0,0.0, metric 2, tag 0
10. %), 35.0/24 via 0,0.0.0, setric 1, Tag 0
10.30.36.0/24 via 0.0.0.0, metric 2, tag 0
10,30.37,0/24 via 0.0.0.0, metric 2, tag 0
I8,0/24 via 0.0,0.0, metric 3, tag 0
10.35.1.0/24 via 0,0.0.0, metric 2, Tag 0
10.31.2.0/24 via 0.0.0.0, metric 2, tag 0
RI0Mn
10. 51, 5.0/ via 0.0,0.0, setric 2, tag O
10.32.1.0/24 via 0.0.0.0, metric 2, 120 O
10.32.2.0/24 via 0,0.0.0, metric 2, tag 0
10,32, 5,.0/M via 0.0,0.0, metric 2, tag 0
10.33.1.0/24 via 0.0.0.0, metric 3, 120 0
10.33.2.0/24 via 0.0.0.0, metric 3, tag 0
10,33, 1.0/24 via 0,0,0.0, wetric 3, tag 0
22.71.1.0/24 via 0,0,0.0, setric 2, Tag 0
22.33.1.0/24 via 0.0.0.0, ~tr1c 3, tag 0
wiP: ignored v2 packet from 20.30.1.% (wurccd from one of cur addresses)
WIP: sending v2 update to 224.0.0.9 via Loopbackl (10,30,2.1)

wrr: bulld update entries
10.30.1.0/24 via 0.0.0.0, mexric 1, tag 0
10,30, 3.0/24 via 0,0.0.0, metric 1, tag 0

10. 30. 30.0/24 via 0.0.0.0, metric 1, tag 0
10.30.31.0/24 via 0.0.0.0, metric 2 tag 0
10, 30.32.0/24 via 0.0.0.0, metric 1, tag O
10,30, 51,0/24 via 0,0,0.0, metric 2, tag 0
10.30.35.0/24 via 0.0.0. 0. metric 1, tag O
10.30.36.0/24 via 0.0.0.0, metric 2, tag 0
10,320,37.0/24 yia 0,0,0,0, metric 2, tag 0
10, 30.38.0/24 via 0.0.0.0, metric 3, tag O
10.31.1.0/24 via 0.0.0.0, metric 2, 139 0
10,31.2.0/24 via 0,0.0.0, metric 2, tag O
10, 11, 0,0/24 via 0,.0.0,0, metric 2, tag 0

To disable this, we need to configure passive interface config

R30&<show run | sec routor rip
router ri

version

passive-intertace default

no passive-interface echernec0/0
no passive-interface Lrhernetd/l
netwark 10.0.0.0

network 20.0.0.0

no auto-summsary

Here on R30 we only need Eth 0/0 and 0/1 have RIP neighbours.
RIP now using Multicast address to update the routes ( 224.0.0.9)

Instead of we can use Unicast to send updates towards R31

R3I0#show run | sec router rip
router rip

version 2

passive-interface default

no passive-interface Ethernet0/1

network 10.0.0.0

network 20.0.0.0

neighbor 10.30.30.2

no auto-summary

R31#show run | sec router rip
router rip

version 2

passive-interface default
network 10.0.0.0

network 22.0.0.0

neighbor 10.30.30.1

no auto-summary
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Now you can verify by enabling the Debug, you can observe unicast ip address to send updates to rip neighbour.

— O T T
i1

wie: sending v2 update to 10.30.30.1 via ethernec0/0 (10.30.30.2)
w1e: build update entries

10.30.31.0/24 via 0.0.0.0, metric 1, tag ©
10.30.33.0/24 via 0.0.0.0, metric 2, tag 0
10.30. 36.0/24 via 0.0.0.0, metric 1, tag 0O
10.30.38.0/24 via 0.0.0.0, metric 2, tag O
10.31.1.0/24 via 0.0.0.0, metric L, tag 0
10.31.2.0/24 via 0.0.0.0, metric 1, tag 0
10.31.3.0/24 via 0.0.0.0, metric 1, tag 0
10.33.1.0/24 via 0.0.0.0, metric 2, tag 0
10.33.2.0/24 via 0.0.0.0, metric 2, tag 0
10.33.3.0/24 via 0.0.0.0, metric 2, tag 0
22.31.1.0/24 via 0.0.0.0, metric 1, tag 0
22.33.1.0/24 via 0.0.0.0, metric 2, tag 0

Authentication:

e Plain text
e MD5S

- Create key chain
- Apply to an interface

Create Key chain
- Text authentication
- Key ID and Key chain will be exchanged with Neighbour to check authentication
- Key chain is locally significant.
- No authentication mode means clear text

Let’s configuration authentication between R30 and R31 connected interface

R30 configure with authentication and R31 not configured, you can see the error as below

Loy chatin =30kEY
ey 1
kry-string BEPASS

edundancy

P

interface 1oophacko
1p address 10.30.1.1 255,255.255.0

linterface Loopbackl
ip address 10.30.2.1 235.2%5.255.0

interface Loophiack2
ip address 10,30.3.1 255.255.255.0
'

interface Loopback20
ip address 20.30.1.1 25%5.255.255.0
'

frtertace etherner0/0

ip addeess 10,30, 10,1 255.255,255.0
ip rip authentication »ey-chain RICKEY
e
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R31 have authentication log since it was not configured.

RIP: ignored v2 packet from 10.320.30.1 (invalid authentication)

[ e o I

Now we configure same with R31 so authentication will be success and exchange the routes.

R31 config:

v chatn R3I0KSY
b

Liy-3Tr ing BBPASS

| redundancy

. T] .

interface toopbacko
1p address 10.30.1.1 255.2%5.255.0

1nn-rfau Loophackl
Ip address 10,730,2.1 255.255.255.0

Imerfue Loopback?
ip address 10.30.3.1 2%5.255.255.0
'

{mterface Loopback20
ip address 20.30.1.1 255.255.255.0
'

imerface Etherneto/0
ip address 10, 30, 30,1 295.255.25%5.0
| ip rip authentication hoy-chain RIOKEY

Now check the debug logs :

R31N
mip: received packet with text authentication BSPASS
Wip: received v2 update from 10.30.30.1 on ethernst0/0
10.30.1.0/24 via 0.0.0.0 in L hops
10.30.2.0/24 via 0.0.0.0 in 1 hops
10.20.3.0/24 via 0.0.0.0 in 1 hops
10.30.32.0/24 via 0.
10.30,33.0/24 via 0.
10, 30.35.0/24 via 0.
10, 30.37.0/24 via 0.
10.32.1.0/24 via 0.
10.32.2.0/24 via g
0.

CEEE)

wWhae

i
2
1
2

3333

.0
.0
.0
.0

OOOO

-~
8
ALK

10.32.3.0/24 via
20.30.1.0/24 via

OOQO
ks o ks
3OS Ak
NN
L

h-

MD5 authentication:
Same as above procedure, and we need to mention under interface authentication MD5

R32 to R33 connected interface configure MD5 authentication.
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[Foy chain m3omey
| ® i
Vy-5TrIng BRPASS

|1

| balajt password 0 bandt
]
|redundancy
]

1

1K

‘EI

|5

| interface Loapback0

| 1p address 10.32.1.1 255.255.255.0
'

| trrectace luugba(hl
| 1p address 10.32.2.1 255,255.255.0
"

|interface Loophack?
| Tp address 10.32.3.1 255.255.255.0
'

|interface £thernet0/0
| 1p address 10.30.33.1 255.255.235.0

ip rip authentication mode md5
| 4p rip authentication key-chain R30key

Debug ip rip will see MD5 authentication, rather clear text password in the logs.

RIP: received packet with MD5 authentication
RIP: received v2 update from 10.30.33.2 on Ethernet0/0
~10.30.30.0/24 via 0.0.0.0 in 2 hops

Whitespace counts as a valid character for key chain authentication. Use the show keychain
command to ensure that a white space is not appended at the end of the
authentication string.

Check the key chain with show commands

R32#show key chain
Key-chain R30OKEY:
key 1 —— text "BBPASS”
accept lifetime (always wvalid) - (always wvalid) [valid now]
send Tifetime (always valid) - (always valid) [valid now]

Summarisation:

RIPv2 have default auto summarisation enabled — which will announce major network like /8
So to optimally summarise we need to manually summarise the network address space.
This will have advantage for the cut down the routing table entries.

Example for the manual summarisation in R30 and R31

Here is the example network from R30 and R31
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10.35.1.0/24 10.36.1.0/24

 R35 * R3S

10.30.35.0/24 10,30.36.0/24
Loopback Loophack
10.30.1.0/24 10.30.30.0/24 10.31.1.0/24
10.30.2.0/24 § D) () ? 10.31.2.0/24
10.30.3.0/24 10.31.3.0/24
10.30.4.0/24 @) 10.31.4.0/24
BE - CCIE 10.30.31.0/24

10.30.32.0/24
‘ RIP and RIPng ‘

Now we look the Routing table before we summarise on R30 and R31

L—==r —— - —— - — == —p == s == - == o —se—s —e— =

10.31.1.0/24 [12[};"1] via 10.30.30. 2, 00:00:02, Ether‘netﬂ;’ﬂ
10.31.2.0/24 [120/1] wia 10.30.320.2, 00:00:02, Ethernetd/0
10.31.3.0/24 [120/1] via 10.30.30.2, 00:00:02, Ethernet0/0
10.31.4.0/24 [120/1] wia 10.30.30.2, 00:00:02, ethernet0/0

AAmABA

10.30.1.0/24 [120/1] via 10.30.30.1, 00:00:17, Ethernet0/0
10.30.2.0/24 [120/1] via 10.30.30.1, 00:00:17, Ethernet0/0
10.30.3.0/24 [120/1] via 10.30.30.1, 00:00:17, Ethernet0/0
10.30.4.0/24 [120/1] via 10.30.30.1, 00:00:17, Ethernet0/0

[Anmm3

Now we configure Summary on R30 and R31 as below :

R30

interface Ethernet(,/0

'Ip ilddress 10.30.30.1 255.255.255.0

ip rip authentication key-chain R30KEY

1p summary-address rip 10.30.0.0 255.255.252.0

R31

interface Ethernet0/0
ip address 10.30.30.2 255.255.255.0
ip rip authentication key-chain R30KEY
ip summary-address rip 10.31.0.0 255.255.252.0

Now we check the routing table show ip route rip to verify on

R30

R 10.31.0.0/22 [120/1] via 10.30.30.2, 00:00:00, Ethernet0/g
R31

R 10.30.0.0/22 [120/1] via 10.30.30.1, 00:00:01, Ethernet0/0
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Filtering:

RIPv2 Filtering can be done outbound or inbound depends on requirement.
Filtering is done on the Interface level, you can also do Filtering globally.

RIPv2 there are several methods to filter routes received and advertised to other neighbours.

-Filtering using passive interface
-Filtering using prefix-lists

-Filtering using Standard access-lists
-Filtering using Extended access-lists
-Filtering using Administrative Distance
-Filtering using Offset Lists

Example: Filtering using ACL

From R30 we will use ACL to stop sending routes 10.30.35.0/24 to R31 using interface Eth 0/0

10.35.0.024 10,361,024
=] =4
106.30.55.0124 10.30.36.024
h L0 \ 130, 300024 . 10311024
10.50.2.024 a— S - ,g-_:.,_# 10.31.202¢
wmlom, " 10.91,2.02¢
10,504,004 1) =y 10314028
'40,30.92.0024 BB -CCIE 10.30.31.0:24
| RIP and RIPng |

Before we apply ACL configuration lets verify the routing table.

R31 have route learned from R30

R31#show ip route rip | in 10.30.35.0
R 10.30.35.0/24 [120/1] wvia 10.30.30.1, 00:00:27, Ethernetd/0
R3I1#

Now we configure Access-list and apply to RIP routing protocol as below :

[router rip
version 2 )
paszive ineerface defaulc
network 10.0.0.0
meiwark 2L 0,0,0
meighher 10. 0. 32,2
ne 10.30.30.2
distribure- izt 1 out weherner0/0
No JUTC- Sumnry
'

ip Torward-protocal wl
'

'
no 1p hTIp scrver
Ino 1p htip secure-server

ist 4 deny 10.30.35.0 0.0.0,255
jaccess M=t 1 permic ary

Now we will check the routing table on R1 see that filter working.

To get updates clear ( you can do “clear ip route *” to get update quicket, if not RIP take 3min to get updates.
After 3min the routes are down.

R31#show ip route rip | in 10.30.35.0

R 10.30.35.0/24 [120/1] wvia 10.30.30.1, 00:03:00, Ethernet0/0
R31#show ip route rip | in 10.30.35.0
R 10.30.35.0/24 is possibly down,
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You can verify the Access-list hits

R30#show access-lists
Standard IP access 1ist
10 deny

1

20 permit any (173 matches)

Now we will look incoming block

ing using ACL

CCIE Journey 2019

10.30.35.0, wildcard bits 0.0.0.255 (13 matches)

R33 looking to block this network to coming in 10.30.37.0/24

110.30.32.0/24

BB - CCIE
RIP and RIPng

10.30.31 .[IJ'24:

10.32.1.0/24 foe)
10.32.2.0/24 F R
10.32.3.0/24 (2002

1
1
1
1
Loopback :
1
1
1

10.30.37.0/24
w i

router rip

version 2

passive-interface default

no passive-interface Ethernet0/0
no passive-interface Ethernet0/1
network 10.0.0.0

network 22.0.0.0

distribute-list 1 in Ethernet0/0
no auto-summary

1

'ip forward-protocol nd

ip http server
ip http secure-server

.-.-.-aa.-.-

access-1ist 1 deny

access-1ist 1 permit any
[ ]

No networking routes related to

#33sshow tp route rip
Codes: L -
D - FIGAP, £X - FIGEP external,
N1 - OSPF NSSA external type 1, u. - o
£1 - oS external type 1, €2
i - IS-15, su-;SXS:un«ry Ll - IS-
fa - I5-I5 inter area,
0 - OOR, P -
a mh(annﬂ route

10.30.37.0 0.0.

* - candidate default, v
fodic downlaaded STatic route, W - NHRP,

0.255

10.30.37.0/24

Tocal, € - connected, S - sutic, R - WIF, N - mobile, B - BoP
- DPE, TA - 0% iMer area

SPENSTA @xtécnal Type 2

» o%% exterral type 2

LZ - 15-15 Tevel-2
- per-user StAtic route

- LI%P

I5 Tevel- l

+ - replicated route, % - next hop override

Gatemay OF 1ast resort s mor st

10.0.0. o/l iz varub\y subretted, 29 subnets, 3 wasks
R 10, 30,0,0/22 0/2] via 10,30, 31.1, 00:00:04, Ethernet0/t
= lO.lD.l.O/)I l.’ﬂ.'} via 10,30, 33,1, 00:00:15, sthernetd/0
= 10.30.2.0/24 [120/2] via 10.30.33.1, 00:00:15, sthernerd/0
® 10.30.3.0/24 (120/2] via 10.30.33.1, 00:00:15, trhermnet0/0
® 10.30.4,.0/24 [120/2] via 10.30.33.1, 00:00:13, Ethernet0/0
120/2)] via 10,10, 11.1, oo:oo-oa. Fthernetn/1
R 10.30.30.0/24 [120/ via 10.30.31.1, 00:00:04, crherner0/1
” 10.30.32.0/24 [120/1] via 10.30.33.1, 00:00:15, scrhernec0/0
® 10.30,35.0/24 [120,/2] via 10.30.33.1, 00:00:13, E£thernet0/0
< 10, 30, ¥6.0/24 [120/ via 10, 10, 51,0, 00:00:04, Ethernech/ ]
= 10.31.0.0/22 [120/3] via 10.30,33.1, 00:00:45, sTtherrnetd/0
” 10.31.2.0/24 [120/1)] via 10.30.31.1, 00:00:04, srhermwcO/L
= 10.31.2.0/24 [120/1] via 10.30.31.1, 00:00:04, Ethernetd/I
L 10,31, 3,0/24 [120/1] via 10,30, 31.1, 00:00:08, Ethernet0/1
= 10.01,4,0/24 [120/1] via 10,30, 11,1, O0:00:04, sthernet/ 1
= 10.32.1.0/24 [220/1] via 10.30.33.1, 00:00:15, stheroerd/0
® 10.32.2.0/24 [120/1] via 30.30.33.1, 00:00:15, trhernet0/0
® 10,32.3,0/24 [120/1] via 10.30,.33.1, 00:00:13, Ethernet/0
20.0,0.0/24 |5 sctnetted subinets
20.30.1. !120."2 via 10.30.33.1, 00:00:15, sthernec0/0
120/2] wvia 10.30.31.1, 00:00:04, trthernerd/1
22.0.0.0/8 13 varial ‘ly subpetted, 3 subnets, 2 masks
AT 3. 0724 T120/17 Ve 10. 30, 31 10 00100-08, ¥ Eherrwt0/)
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R33# show access-Tlists

Standard IP access list 1

10 deny  10.30.37.0, wildcard bits 0.0.0.255 (& matches)
20 permit any (96 matches)

Prefix-List :

With a prefix-list we can filter a set of routes specifying a range of mask-length.

RIP can use a prefix-list calling it in these ways:

1) diabadiyta Bet gonlie < dirolt rended filtaring of 3 st f 1outes
> b '
- — > utes e patemny
d =y 1

intarYurn| » Specily inceming interfacs

= Spetily intsefacs

<> Spucify mteeface

» drect routee liteneg of all vouted ram /e 2 pesr

~> mat ndition §
Fituring owring redist am of anvther protocst into R

Now we block 10.30.35.0/24 from R30 and block 10.30.36.0/24 from R31

R30

rauter ri

vers ion
passive-inrerface defaulc
network 10, o.o.o

network 20,0

naighbor lo ao 37 7

neighbor 1
distrmu:e-l‘lst pref'!x BE-0 Ut
no auto - summary

ip farwarc-prarocal nd

287
Ak
©o

http server
NLIp SeCure-server

~list seq 5 deny 10.30.35.0/24
izt 0O seq 10 permit 0.0.0.0/0 e 22

-—.-nl-;.- -
iR
%

R31

rogrer ri

wrslm

passive-interface default

m passive- ﬁIorfaca srhernord/1
metucek 10.0,0.0

nc:unrk zioo‘g o
distribute-list prefu BB-0 wut
o auto-sumnary

!:p forward- protocol nd

p http server
P hTIp Secure-server

=33~

- -
ne

prefi=-1is1 BR-0 seq 5 deny 10, 30, 36.0/24
prefis list BEO seq 10 permit 0.0.0.0/0 e 22

137

CCIE Journey 2019



Balaji Bandi CCIE Journey 2019

Verify on R30 and R31
On R30 we did not see network 10.30.36.0/24
Same On R31 we did not see network 10.30.35.0/24

wseshow I route rip
Codest Lo« Toecal, € ¢ Coected. S - sTatic. m . =Ie, ¥ - mobile, 8 - oo
D« LIGAF, LX - LGRS exterral, G - OsPv, LA - Oser fnrer area
Nl - O%e KSSA externa)l (yp‘ L) K2 - O NG extermal type J
E] - 09T extwrnal type 1, §2 - GUF externa (ym 3
f - 35-315, su - 1533 n—cv L1 - 3%5-35 Jewwl-d, L2 - 35-25 lewwl-2
la - x'-l' Ioter area, * - candidate sefauic, v ;ur -Gser STatiL route
0 - ooR, periodic downloaded STatic route, u wier, 1 - 1o
2 uotmtaum route
+ = repiicated route, % - next hop averride
Gatomay uf Tast resort s it set
10, o 0.0/8 15 variably subnetted, 28 subrets. 2 wxs
" 31, 'I.‘Ol via 10,3030, 2, 00:00;10, teharrero/o
" lll.lﬂ 13,0/ 1120/3] via 10.30.33:7, 00:05:0], sehwrnetn/l
R 30.130.37.0/24 [120/1] via 10.30.32.2, 00:00:01, Ethmrret0/1
® 10.30.38.0/24 (120/2) via 10.50.52.2, 00:00:01, Ktbwrrel0/1
£13/21 ¥1a 10,30 39,2, 00:03 KT T 0/0
" 1630, 1.0/2¢ [120/3] via 10,30,32.2, @):00 crher netd/ )
" 10.31,2.0/2¢ [120/3] via 10,30,32,.2, ©0:00:07, trhernetd/)
" 1031, 3.0/72 [130/3] via 30.30.32.72, 00:00:03, ivherneed/ 1
® 10.11.4.0/24 [120/1] via 10.30.30.2, 00:00:10, Ltherwto/0
R 10.32.1.0/24 [320/1] via 10, 30,322, 00:00:03, Etherfweo 1
in 10.32.2.0/24 [120/1) via 10.30,32.2, Q0:00:0%, crhernecd s
1] 10.32.3.0/28 [120/1] via 10,30,32.2, @:00:03, crhernerd/)
» 1033, 0.0/26 [120/7] via 30,30, 32,72, Q0:00:03F, stheynecd/)
320/2] via 30.30.30.2, ©0:00:10, Etherneso/n
" 10.33.2.0/24 [120/2] via 10.30.12.2, 00:G0:07, Lthernetd 1
220/2] via £0.50.30.2, €0:00:10, EXiwriweo/0
L] 10,33 3.0/24 [120/2] via 10.30,32,2, 0:00:03, rrhernetd/)
320/2] via 10.30.30,2, G0:00:10, tThernect/ o
22.0,0,0/4 13 subrety 2 suboets
3 n 31.1.0 [130/3] yia 10.10.10.7, 00:00:10, Fthernet0,/0
R .13.1.0 [120:3] via 10.30.12.2, 00:00:01, llh'r-‘ﬂ.‘)
e 120721 w13 10,30, 90,2, 03:00:10, Erhernetn/o

RILsshow 1p route rip
Codes: L - local, ¢ - cornected, & - .unc R~ nr, ¥ - sobile, & -
0 - EIGRP, EX - CXGRP external, O - OS#¥, IA - OSPF inter area
N1 - OSPF KSSA external type 1, H? - OSPF NSSA external type 2
E1 - O05PF external type 1, £2 - OSPF external T
1 « 18.19, su ~ 15-1IS summary, L1 « 18.1S level-l, L2 - I3.25 level-2
fa - fS 15 inter area, * - candidate default, U - per-user static route
a - P - periodic downloaded static route, W - wes, 1 - LIGP
a- apph:aﬁon route
+ = replicated route, % - next hop averride

Gatoway of 1At resort 1s not set

10.0.0.0/8 13 vrvab'l subnetted, 28 suboets, 2 masks
» 10, 30.1,.0/24 [120 via 10,10, 51.2, 00:00:18, Fthernet10/]
= 10.30.2.0/24 120 3] via 10. n.n.:. 00:00:18, stharneto/1
" 10.30.3.0/24 [120/3] via 10.30.31.2, 00:00:18, tthernet0/1
® 10, 30.4,0/24 via 10.30.30.1, 00:00:09, Ethernet0/Q
L 10, 30, 12,0724 via 10, 30,301, 00:00:00, stherrwr0/0
L3 10.30.33.0/24 viz 10.30.31.2, 00:00:18, sthernet0/1
L 10.30.37.0/24 via 10.30.30.1, 00:00:09, Kthermet0/0
® 10, 30, 15.0/2¢ 10, 30, 31,2, 00:00:18, Ethernet0/]
® 10, 32.1.0/24 10.30,31.2, 00:00:18, stherneto/1
10.30.30.1, 00:00:09, tuhernet0/0
" 10.32.2.0/2¢ 10.30.31.2, 00:00:15, Etherner0/1
10,10, 30,1, 00:00:09, Fthernet0/0
L3 10.37.3.0/24 10.30.31.2, 00:00;18, ctherneto/1
10.30.30.1, 00:00:09, fthornet0/0
® 10,33.1.0/2¢ 10.30,31.2, 00; 18, Ethernet0/1
R 10.331.2.0/24 10, 30.31.2, 00:00:18, Fthern0/1
R” 10.33.3.0/24 via 10.30.31.2, 00:00:18, sthorneto/i
20. o.u wza 13 submud subms
” 0 [120/ ‘g via 10 1, 00:00:09, £thernetd/0
22. o.o (I/l is vari 'lr suhontnd 5 subnets, 3 masks
" 22.33.1.0/24 [120/1] via 10, ” 31.2, 00:00:18, irhornetd/1

Now we add some different loop and try some advanced prefix list test.

Going to add below network to R30 and advertise them in RIP and check routing populated and block the network
greater than to /26 network

Loopback 10 with IP 100.1.1.1/25
Loopback 11 with IP 100.1.2.1/26
Loopback 12 with IP 100.1.3.1/27
Loopback 13 with IP 100.1.4.1/28

Loopback10 100.1.1.1 YES manual up up
Loopbackl11l 100.1.2.1 YES manual up up
Loopback12 100.1.3.1 YES manual up up
LoopEac513 100.1.4.1 YES manual up up

Check R1 Routes are received.
R31#show ip route | 1in 100. T o
100.0.0.0/8 1is variably subnetted, 4 subnets, 4 masks

R 100.1.1.0/25 [120/1] wia 10.30.30.1, 00:00:11, Ethernet0/0
R 100.1.2.0/26 [120/1] wia 10.30.30.1, 00:00:11, Ethernet0/0
R 100.1.3.0/27 [120/1] wia 10.30.30.1, 00:00:11, Ethernet0/0
R 100.1.4.0/29 [120/1] wia 10.30.30.1, 00:00:11, Ethernet0/0

Let's make prefix list to block as mentioned above. | have added the deny statement to exiting prefix list as below
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router rip

version 2
passive-interface cefault
network 10.0.0.0

network 20.0.0.0

network 100.0.0.0

neighbor 10. 10 ‘0 2
distribute-Tist prefix 88-0 out
N0 AUTO-SuUmmary

'

ip forward-protocol nd
'

Mo Ip hrtp server
mo ip http secure-server
1

* B8-0 meq % deny 10.30.35.0/24
u-o:eqsdmylooooonq
t B8-0 seq 10 pormit 0.0.0.0/0 lc 3’

'
1
i
1

"Towu

Now verify on R31 ( we do not see greater than /26 routes in the routing table)

R31#show ip route | 1in 100.

100.0.0.0/8 is variably subnetted, 2 subnets, 2 masks
R 100.1.1.0/25 [120/1] via 10.30.30.1, 00:00:06, Ethernet0/0
R 100.1.2.0/26 [120/1] via 10.30.30.1, 00:00:06, Ethernet0/0

Offset-list:

An offset-list is a filtering tool when used as an extrema ratio. By default, an offset-list is a tool used to INCREASE
the metric of a route. Of course, if we increase the metric so it reaches 16 hops or more the route will become
inaccessible and then discarded/filtered. Let’s see the syntax:

offset-list keyword can invoke Standard-ACL (numbered or named)

.-
Loopback : =) : Loopback
10.30.1.024 | 10.30.30.0/24 10.31.1.024
10.30.2.0/24 ! ﬁ e} @—3 ! 10312024
10.30.3.0124 | | 10.31.3.024
10.30.4.0024 | éﬁ | 10.31.4.024

| |

| ]

110.20.32.0/24 BB - CCIE 10.20.31.0/24

I RIP and RIPng !

| |

| ]

| i
Loopback : : Loophack
10.32.1.0/24 | @—% | 10.33.1.0024
10.32.2.024 | ‘_f“ 10.30.33.0/24 o | 10.33.2.0124
1032304 | G T =2 | 10.33.3.0124

10.30.37.024 10.20.38.0/24
/ W
= @

Now we can look, Fro R30 like to reach 10.30.38.1 it has 2 routes, one from R31 and another one from R32

Let us observe what routing table now R30 has and traceroute path to verify.

R 10.30.38.0/24 [120/2] via 10.30.32.2, 00:00:10, Ethernet0/1
i B _[120/2] wia 10.30.30.2, 00:00:26, Erthernet0/0

R30#traceroute 10.30.38.1
Type escaﬁe sequence to abort.
Tracin e route to 10.30.38.1
VRF info: (vrf in name/id, vrf out name/id)
1 10.30.30.2 0 msec
10.30.32.2 0 msec
10.30.30.2 0 msec
2 10.30.33.2 1 msec
10.30.31.2 1 msec *

So now to reach 10.30.38.1 it using R32 as preferred path compare to R31, we will use off-list config to make
R31is preferred path compare to R32
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On R33 | have added Off-list in the RIP config as below :

router rip

version 2

passive-interface default

no passive-interface Ethernet0/0
no passive-interface Ethernet0/1
offset-Tist 0 out 2 Ethernet0/0
network 10.0.0.0

network 22.0.0.0

distribute-Tist 1 in ethernet0/0
no auto-summary

Now we observe the routing table R30 again and test the Traceroute.
R30 got only 1 Route in the routing table :

10.20.37.0724 [120/1] via 10.20.32.2, 00:00:19, Ethernet0/1
.30.38.0/24 [120/2] via 10.30.30.2, 00:00:13, Ethernet0/0
10.31.0.0/22 [120/1] via 10.30.30.2, 00:00:13, Ethernet0/0
10.31.1.0/24 [120/5] via 10.30.32.2, 00:00:19, Ethernet0/1

AAAR:
=
=

Traceroute will use Via R31 as preferred path now.

R30#traceroute 10.30.38.1°
Type escaﬁe sequence to abort.

Tr‘ac'lng e route to 10.30.38.1

VRF info: (wrf in name/id, wvrf out name/id)
1 10.30.20.2 1 msec 1 msec 0 msec
2 10.30.31.2 1 msec * 1 msec

2.5 EIGRP [for IPv4 and IPv6]

EIGRP (Enhanced Interior Gateway Routing Protocol) which is Cisco’s routing protocol

EIGRP stands for Enhanced Interior Gateway Routing Protocol and is a routing protocol created by Cisco.
Originally, it was only available on Cisco hardware but since a few years, it's now an open standard. EIGRP is
called a hybrid or advanced distance vector protocol and most of the rules that apply to RIP also apply here:
Split Horizon

Route Poisoning

Poison Reverse

Lists all directly connected neighbors:

EIGRP Neighbor Table JRTSII{W4

Interface

Lists all learned routes from all ENGRP neighbors:

EIGRP Topology Table (RIS

Metric

. Best routes from EIGRP topelogy table will be
Global Routi ng Table copied to the routing table,

EIGRP routers will start sending hello packets to other routers just like OSPF does, if you send hello packets and
you receive them you will become neighbors. EIGRP neighbors will exchange routing information which will be
saved in the topology table. The best path from the topology table will be copied in the routing table.
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Show IP EIGRP Neighbors
RtrA#show ip eigrp neighbors
IP-EIGRP neighbors for process 1
H Address Interface Hold Uptime SRTT RTO '‘Q Seq

Outstanding Packels

st R

(sec) (ms) Cnt Num
2 10.1.1.1 Et0 [12] [6d16h| [20] [200][ O 233
1 10.1.4.3 Et1 13 2w2d | (87| |522|| O {452
0 10142 EY 10| |2w2d | |85| [510|| 0| 3
Seconds Remaining Before Declaring Neighbor Down \\\§ N

How Long It Takes for This Neighbor to Respond to Reliable Packets \
v
How Long We'll Wait Before Retransmitting if No Acknowledgement

CISCO{‘V{I BRKRST 2331 ©20% CTisco andir its ofilkates. AY Agres ieserved  Cisoo Putéc

EIGRP updates contain five metrics: minimum bandwidth, delay, load, reliability, and maximum
transmission unit (MTU). Of these five metrics, by default, only minimum bandwidth and delay are used to
compute best path. Unlike most metrics, minimum bandwidth is set to the minimum bandwidth of the entire
path, and it does not reflect how many hops or low bandwidth links are in the path. Delay is a cumulative
value which increases by the delay value of each segment in the path.

2.5.a Describe packet types

2.5.a [i] Packet types [hello, query, update, and such]
2.5.a [ii] Route types [internal, external]

Hello Identifies neighbors, exchanges parameters, and is sent periodically as a keepalive function
Update Informs neighbors about routing information

Ack Acknowledges Update, Query, and Response packets

Query Asks neighboring routers to verify their route to a particular subnet

Reply Sent by neighbors to reply to a Query

Goodbye Used by a router to notify its neighbors when the router is gracefully shutting down

EIGRP sends both unreliable and reliable packets:

— HELLOS and ACKS are unreliable

— UPDATES, QUERIES, REPLIES, SIA-queries and SIA-replies are reliable
Reliable packets are sequenced and require an acknowledgement.

2.5.b Implement and troubleshoot neighbor relationship
2.5.b [i] Multicast, unicast EIGRP peering.

Updates are sent as multicasts but resends are unicast to neighbors who didn’t ACK the update before the RTO

timer expired. 16 resends using unicast will be used before declaring a neighbor dead. The multicast flow timer
is used for knowing when to switch to unicast packets instead of multicast for a neighbor.

2.5.c Implement and Troubleshoot Loop free path selection
2.5.c [i] RD, FD, FC, successor, feasible successor
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2.5.c [ii] Classic metric
2.5.c [iii] Wide metric

EIGRP uses the bandwidth, delay, reliability, load and K values to calculate a composite cost metric. The problem
with this metric is that it doesn’t scale for high bandwidth interfaces, It only Support EIGRP Name Mode and not
have option to disable or enable, it will detect automatically based on the peer capabilities.

= GigabitEthernet:
@ Scaled bandwidin: 10000000 / 1000000 =10
@ Scaled delay: 10/ 10=1
@ Composite metric: 10+ 1 * 256 = 2816
= 10 GigabitEthernet:
@ Scaled bandwidth: 10000000 /7 10000000 =1
@ Scaled delay: 10/ 10=1
@ Composite metric: 1+ 1+ 256=512
= 11 GigabitEthernet:
o Scaled bandwidth: 10000000 / 11000000 = 0.9 (rounded to 0)
@ Scaled delay: 10/ 10=1
@ Composite metric: 0+ 1+ 256 = 256
= 20 GigabitEthernet:
o Scaled bandwidth: 10000000 / 20000000 = 0.5 (rounded to 0)
@ Scaled delay: 10/ 10=1
@ Composite metric: 0+ 1+ 256 = 256
= 40 GigabitEthernet
o Scaled bandwidth: 10000000 / 40000000 = 0.25 (rounded to 0)
@ Scaled delay: 10/ 10=1
@ Composite metric: 0+ 1+ 256 = 256

Here is example :

R30#show 1p protocols | begin aigrp
rRouting Protocol 1s "eigr? 200"
outgoing update filter list for all interfaces is not set
Incoming update filter list for all interfaces is not set
pefaulr networks flagged in outgoing updates
Default networks accepted from incoming updates
CIGRP-IPvd VR(BBANDI) Address-family protocol for AS(200)
Metric weight Kle=l, X2=0, K3=l, Kd=0, K5=0 K6=D
metric rib-scale 128
merric version 64bit
NSF-aware route hold timer is 220
fouter-ID: 100.1.4.1
Topolaogy : 0 (base)
Active Timer: 3 min
bistance: internal 90 external 170
Maximum path: &
Maximum ount 100
Maximum metric variance 1

Automatic Summarization: disabled
Address Summarization:

10.30.0.0/21 for £v0/0, €10/1

sumnarizmg 5 components with metric 163840

Maximum path:
Routing fTor Networks:

10.0.0.0

20.0.0.0

100.0.0.0
pPassive Interface(s):

Ethernetd/2

Loopback®

toopbackl

toopback?

Loopback 3

Loopback4

Loopback10

Loopbackll

Loopbackl?2

Loopbackl 3

Loopback20
Routing Information Sources:

Gateway Distance Last update

10.30.30.2 00:01:34

10.30.32.2 90 00:01:33
Distance: internal 90 external 170
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Input events and local computation

When an input event occurs EIGRP needs to react, this could be an interface failing, a neighbor failing or an
update for a new prefix. When the input event has occured EIGRP performs a local computation, EIGRP looks for
a Feasible Successor (FS) route in its topology table and if it cannot find one it will actively query its neighbors for

a route.

EIGRP algorithm

Uses the Diffusing Update ALgorithm (DUAL). Functioning routes are in a passive mode. Routes that no longer
have a successor is in active mode since the route has to query its neighbors for a FS. The term Stuck In Active
(SIA) means that an route has been active for too long, the active timer has expired. The active timer is set to 180

seconds by default, the active timer can also be disabled if needed.

Load balancing

EIGRP allows for up to 16 equal-metric routes to be installed in the routing table, the default is four. EIGRP also
has something called variance. Variance allows for non equal-metric load balancing. The route still has to meet
the feasibility condition to be considered for load balancing. The variance command is a multiplier, if the FD is
10000 for the current succcessor and there is a FS with a RD of 5000 and FD of 200000, variance 2 would make
the router load balance between these two routes, variance 2 means the FD of the second best route can be
twice as high as the best.

The load balancing can be done in a few different ways, traffic-share balanced means that the traffic will be
distributed according to the metric, routes with lower metrics will see more traffic on them. Traffic-share min,
install multiple routes but send only traffic on the one with the lowest metric. Traffic-share min across-interfaces,
if more than one route has the same metric choose different outgoing interfaces for a better load balancing. The

no traffic-share command will balance evenly across routes no matter what the metric is.

We use below topology for configuring.

= T & o
o g
minsenm
. 88 - CCIE /
EIGRP
= &
1 *1] L
.
4 =
= RiPy2
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HYBRID IGP

-Properties of both link-state and distance vector
-forms active adjacencies but still uses split-horizon (link state)
-Dual, guaranteed loop free but still “routing by rumor” (split-horizon)

Uses its own transport protocol

-IP Protocol 88
-Multicast to 224.0.0.10 to establish adjacencies
-unicast and multicast to synchronize the topology

2.5.d Implement and troubleshoot operations

2.5.d [i] General operations
2.5.d [ii] Topology table, update, query, active, passive

Field Description

Codes State of this topology table entry. Passive and Active refer to the EIGRFP state with respect to
this destination; Update, Query, and Reply refer to the type of packet that is being sent

F - Passive Mo EIGRFP computations are being performed for this destination.

A - Active EIGRP computations are being performed for this destination.

U - Update Indicates that a pending update packet is waiting to be sent for this route.
Q - Query Indicates that a pending query packet is waiting to be sent for this route.
R - Reply Indicates that a pending reply packet is waiting to be sent for this route.

r- Reply status Indicates that EIGRF has =ent a query for the route and is waiting for a reply from the
specified path.

10.16.90.0 Destination |P network number.

255.255.255.0 Destination subnet mask.

SUCCESS0rs Mumber of successors. This number corresponds to the number of next hops in the IP routing
table. If "successors" is capitalized, then the route or next hop is in a transition state.

Semo Serial number.

FD Feasible distance. The feasible distance is the best metric to reach the destination or the best
metric that was known when the route went active. This value is used in the feasibility
condition check. If the reported distance of the router (the metric after the slash) is less than
the feasible distance, the feasihility condition is met and that path is a feasible successor.
Once the software determines it has a feasible succes=or, it need not send a query for that
destination.

via IF address of the peer that told the zoftware about this destination. The first 7 of these entries,
where nis the number of successors, is the current successors. The remaining entries on the
ist are feasible successors.

(409600/128256) | The first number is the EIGRFP metric that represents the cost to the destination. The second
number is the EIGRF metric that this peer advertised.

2.5.d [iii] Stuck in active

The EIGRP Stuck In Active event happens when a router that sends a Query message asking for a route does
not receive a Reply from an adjacent in a certain amount of time. This time is called the Active time and is
set to 180 seconds by default; at half of the active timer, the router that lost the route start sending SIA-
Query in order to validate the availability of the adjacent neighbor, if after 90 seconds the router does not
receive a SIA-Reply, then the adjacency is dropped.
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2.5.d [iv] Graceful shutdown

With graceful shutdown, a goodbye message is broadcast when an eigrp routing process is shutdown, to
inform adjacent peers about the impending topology change. This feature allows supporting EIGRP peers to
synchronize and recalculate neighbour relationships more efficiently than would occur if the peers discovered
the topology change after the hold time expired.

EIGRP sends an interface goodbye message with all K values set to 255 towards neighbours connected to its
different interfaces. (these should have been advertised in EIGRP process)

If the 10S neighbour router supports this graceful shutdown, then it says "interface goodbye received". If not, it
says K values mismatch.

NOTE: EIGRP router will not send a goodbye message if an interface is shutdown or the router is reloaded.

When the command eigrp log-neighbor-changes in EIGRP-configuration mode is enabled, routers
that had adjacencies with the router sending the graceful shutdown may print out one of two things
depending on what Cisco I0S Release is running.

EIGRP Basic configuration to enable Eigrp on R30 / R31 / R32 / R33

router eigrp 200
network 10.0.0.0
network 20.0.0.0
network 100.0.0.0

Check the neighbour on all routers:

R30#show ip eigrg neighbors
EIGRP-IPv4 Neighbors for AS(200)

H Address Interface Hold Uptime SRTT RTO Q Seq

(sec) (ms) Cnt Num
1 10.20.322.2 ET0/1 10 00:02:58 4 100 O 10
0 10.30.30.2 ET0/0 13 00:04:16 6 100 0 13
Passive:

Passive interface command in EIGRP blocks both Multicast and Unicast (unlike RIP)

Let’s enable passive interface on all routers by default
And Enable Multicast between R30 towards R31 and R32
Unicast between R33 Towards R31 and R32

router eigrp 200

network 10.0.0.0

network 22.0.0.0
passive-imterface default
I
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As soon we disable we can see below message on router:

R31# )
EIGRP-IFv4 200: Neighbor 10.30.31.2 (Ethernet0,/1) is down: Interface PEER-TERMINATION rec
eived

Now we configure Eigrp Multicast enable on R30 router

R30#show run | sec router eigrp
router eigrp 200

network 10.0.0.0

network 20.0.0.0

network 100.0.0.0
passive-interface default

no passive-interface Ethernet0/0
no passive-interface Ethernet0/1

e T

We can see the neighbours come up.

R30#show ip eigrg ﬂeighburs
ors

EIGRP-IFv4 Meigh or AS{200)

H Address Interface Hold uptime SRTT RTO Q Seq
{(sec) {ms) Cnt Num

1 10.30.32.2 Et0/1 11 00:01:31 11 100 O 19

0 10. 30 30 2 ET0/0 12 00:01:43 7 100 0O 23

Fo e TN - S, —_——

Now we enable Unicast on R33

router eigrp 200

network 10.0.0.0

network 22.0.0.0

neighbor 10.30.31.1 Ethernet0/1
neighbor 10.30.33.1 Ethernet0/0
passive-interface default

no passive-interface Ethernet0/1

no passive-interface Ethernet0/0
|

Now we can see neighbours.

R33#show 1ip eigrg ﬂe1ghbur5
ors

EIGRP-IFvd Neigh or AS{200)

H Address Interface Hold Uptime SRTT RTO Q Seq
{sec) {ms) Cnt Num

1 10.30.31.1 Et0/1 12 00:03:33 1 100 0 28

0 10.20.33.1 ETt0/0 11 00:04:50 731 4386 0O 25

il

Authentication:

Only MD5 support.
Support SHA authentication in Named Mode (not on classic Version)

Now we enable authentication between R30 and R31

chain BBANDI
5
-string bandipass

Enable key on interface eth 0/0 on both the side, (if no the neighbourship fail due to authentication fails)
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Here is the message since R31 not configured MD5 authentication.

R31{config-keychain-key)#
oL EIGRP-IPv4 200: Neighbor 10.30.30.1 (Ethernetd/0) is down: Interface PEER-TERMINATION rec
eive

Once below configuration enabled both R30 and R31

interface Ethernet0/0

ip address 10.30.30.1 255.255.255.0

ip authentication mode eigrp 200 md5S

ip authentication key-chain eigrp 200 BBANDI
]

You can verify neighbourship :

R3I0#Eshow ip eigrg ﬂeighburs
ors

EIGRP-IFv4 Neigh or AS{200)

H Address Interface Hold uptime SRTT RTO Q Seq
{sec) {ms) Cnt Num

0 10.30.30.2 Et0/0 10 00:04:24 9 100 0O 35

1 10.320.32.2 Et0/1 13 00:24:43 7 100 0O 29

R3I0#F

SUMMARISATION:

We will summarise 10.30.0.0/21 network connected in R30 Loopback address Towards R31 and R32

interface Ethernet(/0

ip address 10.30.30.1 255.255.255.0

ip authentication mode eigrp 200 md5

ip authentication key-chain eigrp 200 BEANDI

ip summary-address eigrp 200 10.30.0.0 255.255.248.0
1

interface Ethernetd/1
ip address 10.30.32.1 255.255.255.0
ip summary-address eigrp 200 10.30.0.0 255.255.248.0

We will verify the route on R31 and R32

Ril#show 1p route eligrp
Codes: L - local, ¢ - connected, 5 - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, 0 - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
El - 0OSPF external type 1, E2 - OSPF external tType 2
i - I5-I5, su - IS-IS summary, L1 - IS-I5 level-1, L2 - I5-I5 level-2
ia - IS-IS inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route, H - NHRP, 1 - LISF
a - application route
+ - replicated route, % - next hop override

Gateway of last resort is not set

10.0.0.0/8 is variably subnetted, 26 subnets, 3 masks
D 10.30.0.0/21 [90/409600] via 10.30.30.1, 00:00:42, Ethernet0/0

- B . T e A e ] - mmam e o - - Fam
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R32#show ip route
Codes: L - local, ¢ - connected, 5 - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, © - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
El - 0OSPF external type 1, E2 - OSPF external type 2
i - I5-I5, su - I5-IS summary, L1 - I5-I5 level-1, L2 - I5-I5 level-2
ia - IS-IS inter area, * - candidate default, U - per-user static route
o - ODR, P - periodic downloaded static route, H - NHRP, 1 - LISP
a - application route
+ - replicated route, % - next hop override

Gateway of last resort is not set

10.0.0.0/8 is variably subnetted, 25 subnets, 3 masks
D 10.30.0.0/21 [90/409600] via 10.30.32.1, 00:03:49, Ethernet0/1

Summary Leak Map :

R30 to R31 and R33 have lower speed links
R30 to R32 and R33 have higher speed links

We have summarised so the path take always use higher bandwidth, and Lower bandwidth link will be not
utilised at all.

So to optimise use bandwidth, we can send some subnet traffic towards R30 to R31 and R33
So we use Leak Map to leak the route towards R31.

Summarised routes for 10.30.0.0/21

R33#show ip eigrp topology 10.30.0.0/21
EIGRP-IPv4 Topology Entry for AS(200),/ID(22.33.1.1) for 10.30.0.0/21
State is Passive, Query origin flag is 1, 1 Successor(s), FD is 435200
Descriptor Blocks:
10.30.33.1 (Ethernet0/0), from 10.30.33.1, Send flag is 0x0
Composite metric is (435200/409600), route 1is Internal
vector metric:
Minimum bandwidth is 10000 kbit
Total delay is 7000 microseconds
Reliability is 255/255
Load is 1/255
Minimum MTU is 1500
Hop count is 2
originating router is 100.1.4.1
10.30.31.1 (ethernet0/1), from 10.30.31.1, send flag is Ox0

Composite metric is (25779200/25753600), route i1s Internal
Vector metric:

Minimum bandwidth is 100 kKbit
Total delay is 7000 microseconds
Reliability is 255/255

Load is 1/255

Minimum MTU is 1500

Hop count is 2

originating router is 100.1.4.1

R33 reach 10.30.1.1 use R32 and R30 because of bandwidth.

Now we configure R33 to reach 10.30.1.1 to use R31 and R30 ( rest 10.30.2.1 /3.1 /4.1 use high utilisation of
Links)
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interface Ethernet0/0

bandwidth 100

ip address 10.30.30.1 255.255.255.0

ip authentication mode eigrp 200 md5

ip authentication key-chain eigrp 200 BBANDI

ip summary-address eigrp 200 10.320.0.0 255.255.248.0 leak-map BB-LEAK
I

interface Ethernet0/1

ip address 10.30.32.1 255.255.255.0

ip summary-address eigrp 200 10.30.0.0 255.255.248.0
I

interface Ethernet0/2
ip address 10.30.35.1 255.255.255.0
I

interface Ethernet0/3
no ip address
shutdown

I
router eigrp 200
network 10.0.0.0
network 20.0.0.0
network 100.0.0.0
passive-interface default
no passive-interface Ethernet0/0
no passive-inmterface Ethernet0/1
I

{p forward-protocol nd

no ip http server
no ip http secure-server
I

I
route-map BB-LEAK permit 10
match ip address 5

v -

ccess—1ist 5 permit 10.30.1.0 0.0.0.255

Now check the traceroute from R33 for 10.30.1.1 and others

RIFFLraceroute 10.30.1.1
Type escape sequence to abort.
Trac1ﬂg e route to 10.30.1.1
VRF info: (wvrf in name/id, wvrf out name/id)
10.30.31.1 1 msec O msec 1 msecC
2 10.30.20.1 1 msec ® 1 msec
RIFFLraceroute 10.30.2.1
Type escape sequence to abort.
Tracing the route to 10.30.2.1
VRF info: (wrf in name/id, wrf out name/id)
1 10.30.33.1 1 msec 1 msec 0 msec
2 10.320.32.1 1 msec * 1 msecC

e ]

Gateway of last resort is not set

10.0.0.0/8 is variably subnetted, 26 subnets, 3 masks
10.30.0.0/21 [90/435200] via 10.30.33.1, 00:00:12, Ethernet(/0
10.30.1.0/24 [90/25779200] wvia 10.30.31.1, 00:00: 12 Ethernet0,/1

4 Mm wmMm R s faas Frovme fmerrmra wemenl B - 4 TR e -I T TR B T ) —_— e s Fa

199

If Link go down netween R30 towards R32, all the routes will be used Lower bandwidth Link

Lets check
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RIZFFraceroute 10.30.1.1
Type ESE&EE sequence to abort.
Trac1ﬂ§ e route to 10.30.1.1
VRF info: {(vrf in name/id, wrf out name/id)
1 10.30.31.1 1 msec O msec O msec
2 10.320.30.1 1 msec * 1 msec
RI3Fraceroute 10.30.2.1
Type eacaﬁe sequence to abort.
Trac1ﬂg e route to 10.30.2.1
VRF info: (wrf in name/id, wrf out name/id)
1 10.230.31.1 0 msec 1 msec O msec
2 10.30.30.1 1 msec * 1 msecC

Verify the routes

10.0.0.0/8 is variably subnetted, 26 subnets, 3 masks
D 10.30.0.0/21 [90/25779200] wvia 10.30.31.1, 00:00:36, Ethernetd/1
9 10. 30. 1 ﬂf24 [QDEZS 9200] UTa 10.30.31. 1 00:00: 48 EEhFrHEtQ£¥-

FILTERING:

Eigrp inbound route filtering
Distribute-list

--standard access list
--extended acess-list

Source is route source, destination is prefix
Offset-List

Distance

-255=infinite

-can be per neighbor
route-map

-metric filter
-route tag filter

Filtering in EIGRP is similar to RIP, we can use standard or extended ACL to filter was we receive IN an interface or
what we send OUT.

The extended ACL will not only match the route but the source of the route.

We can see the source of a route the following way.

Example : standard access list

R30 having internally routes, which not required to know other routers, as this is internal network only, so let we
block this network using standard access-list for 10.30.35.0/24

Before we apply lets verify on R31 we can see this routes
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R31#show ip route eigrp 200 | in 10.30.35.0/24
D 10.30.35.0/24 [90/256000] via 10.30.30.1, 03:42:40, Ethernet0/0
R31#

Now we create an access-list for this network.

router eigrp 200

distribute-list 10 out

metric weights 01 0 0 0 O
varijance 10

network 10.0.0.0

network 20.0.0.0

network 100.0.0.0
passive-interface default

no passive-interface Ethernet0/0
no passive-interface Ethernet0/1

p forward-protocol nd

ip http server
ip http secure-server

0 deny 10.30.35.0 0.0.0.255
0 permit anmy

v ) e e e T 7Y e e e
[y

| have not mentioned any interface that means all the neighbour and interface will no get this route.
As soon we apply this config, we can see eigrp re-convergence ( very fast in the routing protocols)

R3I0(config-router J#distribute-11st 10 out
RID(config-router )#end
LE

Configured from consale by console

EIGRP-IPve 200: weighbor 10.30.30.2 (Ethernet0/0) s resync: route configuration changed
[ " EIGRP-IPve 200 meighbor 10.30.32.2 (Ethernet0/1) {s resync: route configuration changed

Now we verify the same routes in R31 and R32
R31#show ip route eigrp 200 | in 10.30735.0/24

No routes found

R3I1#Ftraceroute 10.30.35.1

Type escaﬁe sequence to abort.

Trac1n% e route to 10.30.35.1

VRF in 0 (vrf in name/id, vrf out name/id)
*

2 o= " "

3 o=

EXAMPLE: extended acess-list

Now illustrate below example: any way we have blocked standard access-list for 10.30.35.0/24 from R30
Using extend ACL we going to block 10.30.33.0/24 advertising from R33 interface connected to R31
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10.35.1.0/24 10.36.1.0/24
by v
t:{ o
10.30.35.0/24 10.30.36.0124
Loopback : @l : Loopback
10.30.1.0:24 | L T | 10.31.1.0:24
10302024 | S e €9———§§? | 103
] » R0 n I
10.30.2.024 | | 10.31.2.0
10.30.4.0724 | I 10.31.4.0024
i |
| |
'10.230320p24 BB - CCIE 0.30.31.0724|
: EIGRP
i |
| |
Loophack ' > ' Loopback
3z | e f =L & | waarom
* Rz » Ry
w3202 | Y R 0.20.23 /28 , ; | 103320024
10.32.3.024 | _ , 10.33.3.0024

This subnet have 2 routes as below :

R31#show ip route 10.30.3
Routing entry for 10.30.3

Routing Descriptor Bloc

Loading 1/255, Hops

Loading 1/255, Hops

e w

Below route show have 2 paths,

3.0

3.0/24

ks:

1

2

RI1#FLraceroute 10.30.33.1

Type escape sequence to abort.

Tracing the route to 10.30.33.1
0

VRF in
1 10.30.31.2 1
10.30.30.1 1
10.30.31.2 1

2 10.30.32.2 1
10.30.33.1 0

Now we configure extend access-list as below and apply to EIGRP process.

router eigrp 200
distribute-list 101 in
metric weights 0 1 0 O
network 10.0.0.0
network 22.0.0.0
neighbor 10.30.31.2 Etl
passive-interface defal

msec
msec
msec
msec
msec *

00

hernet0/1
ult

no passive-interface Ethernet0/0
no passive-interface Ethernet0/1
1

'ip forward-protocol nd
!

no ip http server
no ip http secure-serve
1

SRR

access—1ist 101 deny

r

ip host 10.30.31.2 10.30.33.0 0.0.0.255

access-1ist 101 permit ip any any
1

Now we will verify routes and path by using trace route

ip prefix-1ist BB-0 seq 5 deny 10.30.36.0/24
ip prefix-1ist BB-0 seq 10 permit 0.0.0.0/0 le 32

Known via "eigrp 200", distance 90, metric 256000, type internal
Redistributing via eigrp 200
Last update from 10.30.31.2 on Ethernet0/1, 00:00:19 ago

10.30.31.2, from 10.30.31.2, 00:00:19 ago, via Ethernet0/1
rRoute metric is 256000, traffic share count is 1
Total delay is 2000 microseconds, minimum bandwidth is 10000 Kbit
reliability 255/253, minimum MTU 1500 bytes

* 10.30.30.1, from 10.30.30.1, 00:00:19 ago, via Ethernet0/0
Route metric is 256000, traffic share count is 1
Total delay is 3000 microseconds, minimum bandwidth is 10000 Kbit
reliability 255/255, minimum MTU 1500 bytes

(vrf in name/id, wvrf out name/id)
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R31#show ip route 10.320.33.0
Routing entry for 10. 3D 33.0,/24
Known via “eigrp 200", distance 90, metric 256000, type internal
Redistributing via eigrp 200
Last update from 10.30.30.1 on Ethernet0/0, 00:00:56 ago
Routing Descriptor Blocks:
* 10.30.30.1, from 10.30.30.1, 00:00:56 ago, via Ethernet0/0
Route metric is 256000, traffic share count is 1
Total delay is 3000 microseconds, minimum bandwidth is 10000 Kbit
Reliability 255/255, minimum MTU 1500 bytes
Loading 1,/255, Hops 2

Below traceroute always use R30 to reach 10.30.33.2

RI1#Frraceroute 10.30.33.2
Type ezcaﬂe sequence to abort.
Trac1ng e route to 10.30.33.2
VRF info: (vrf in name/id, wvrf out name/id)
1 10.30.31.2 1 msec
10.30.20.1 1 msec *
RI1#FLraceroute 10.30.33.2
Type e&caﬂe sequence to abort.
Trac1ng e route to 10.30.33.2
VRF info: (vrf in name/id, wvrf out name/id)
1 10.30.30.1 1 msec
10.30.31.2 1 msec

Example :
route-map
-metric filter
-route tag filter

From R30 we going to block outbound 10.30.35.0/24 and 100.x.x.x network Greater than Equal to 26

Verify before we apply the rule in R33.
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R33# show ip route eigrp
Codes: L - local, ¢ - connected, S - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
El - OSPF external type 1, EZ - OSPF external Type 2
i - IS-I5, su - IS-IS summary, L1 - I5-IS level-1, L2 - IS-I5 level-2
ia - Is5-IS inter area, ®* - candidate default, U - per-user static route
ODR, P - periodic downloaded static route, H - NHRP, 1 - LISP
application route
replicated route, % - next hop override

+ W o
[ |

Gateway of last resort is not set

10.0.0.0/8 is variably subnetted, 25 subnets, 3 masks
10.30.0.0/21 [90/256000] via 10.30.31.1, 00:03:20, Ethernet0/1L
10.30.30.0/24 [90,/256000] via 10.30.31.1, 05:13:44, ethernet0/1
10.30.32.0/24 [90/256000] via 10.30.33.1,
10.30.35.0/24 [90,/256000] via 10.30.33.1, 00:02:09, Ethernet0/0
[90/256000] via 10.30.31.1, 00:02:09, Ethernet0/1
10.30.36.0/24 [90,/256000] via 10.30.31.1, 05:13:44, Ethernet0/1
10.30.37.0/24 [90,/256000] via 10.30.33.1, 00:02:19, ethernet0/0
10.31.1.0/24 [90/256000] via 10.30.31.1, 05:13:44, Ethernet0/1
10.31.2.0/24 [90/256000] via 10.30.31.1, 05:13:44, Ethernet0/1
10.31.3.0/24 [90,/256000] via 10.30.31.1, 05:13:44, Ethernet0/1
10.31.4.0/24 [90/256000] via 10.30.31.1, 05:13:44, Ethernet0/1
10.32.1.0/24 [90,/256000] via 10.30.33.1, 00:05:11, Ethernet0/0
10.32.2.0/24 [90/256000] via 10.30.33.1, 00:05:11, Ethernet0/0
10.32.3.0/24 [90/256000] via 10.30.33.1, 00:05:10, Ethernet0/0
20.0.0.0/24 1is subnetted, 1 subnets
20.30.1.0 [90,/256000] via 10.30.31.1, 00:02:09, Ethernet0/1
22.0.0.0/8 is variably subnetted, 3 subnets, 2 masks
22.31.1.0/24 [90/256000] via 10.30.31.1, 05:13:44, Ethernet0/1
100.0.0.0/8 is variably subnetted, 4 subnets, 4 masks
100.1.1.0/25 [90,/256000] via 10.30.31.1, 00:02:20, Ethernet0/1
100.1.2.0/26 [90/256000] via 10.30.31.1, 00:02:09, Ethernet0/1
100.1.3.0/27 [90,/256000] via 10.30.31.1, 00:02:09, Ethernet0/1
100.1.4.0/29 [90/256000] via 10.30.31.1, 00:02:09, Ethernet0/1

00:05:10, ethernet0/0

U000 O O QOQoOoOooOoOooQ Qoooo

Now we configure as below in R30 with route-map and prefix-list.

router eigrp 200

distribute-list route-map FILTER_OUT out
metric weights 01 0 0 0 0
variance 10

network 10.0.0.0

network 20.0.0.0

network 100.0.0.0
passive-interface default

no passive-interface Ethernet0/0
no passive-interface ethernet0/1
1

{p forward-protocol nd
!

no ip http server
no ip http secure-server
1

{p access—11ist standard RT_OUT_BLK
permit 10.30.35.0 0.0.0.255
permit 20.30.1.0 0.0.0.255

€p prefix-1ist LE_26 seq 5 permit 100.1.0.0/16 ge 26
!

route-map FILTER_OUT deny 10
match ip address RT_OUT_BLK
1

EoLte—rap FILTER_OUT deny 20
match ip address prefix-list LE_26
]

FoLte—rap FILTER_OUT permit 30
1

Now we verify the same on R33

We do not see the route entries what we have blocked.
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R33# show ip route eigrp
Codes: L - local, € - connected, 5 - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRF external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NS5A external type 2
E1l - OSPF external type 1, E2 - OSPF external type 2
i - IS-I5, su - IS-IS summary, L1 - I5-I5 Jevel-1, L2 - IS-IS Tevel-2
ia - IS-IS inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route, H - NHRP, 1 - LISP
a - application route
+ - replicated route, % - next hop override

Gateway of last resort is not set

10.0.0.0/8 is variably subnetted, 24 subnets, 3 masks

100.0.0.0/25 is subnetted, 1 subnets
100.1.1.0 [90/256000] via 10.30.31.1, 00:06:

D 10.30.0.0/21 [90/256000] wia 10.30.31.1, 00:06:14, ethernetd/1
D 10.30.30.0/24 [90/256000] wia 10.30.31.1, 05:16:38, Ethernet0/1
D 10.30.32.0/24 [90/256000] wvia 10.30.33.1, 00:08:04, Ethernet0/0
D 10.30.36.0/24 [90/256000] via 10.30.31.1, 05:16:38, Ethernet0/1
D 10.30.37.0/24 [90/256000] wia 10.30.33.1, 00:05:13, ethernetd/0
D 10.31.1.0/24 [90/256000] wia 10.30.31.1, 05:16:38, Ethernet0/1
D 10.31.2.0/24 [90/256000] wvia 10.30.31.1, 05:16:38, Ethernet0/1
D 10.31.3.0/24 [90/256000] via 10.30.31.1, 05:16:38, Ethernet0/1
D 10.31.4.0/24 [90/256000] wia 10.30.31.1, 05:16:38, ethernetd/1
D 10.32.1.0/24 [90/256000] wia 10.30.33.1, 00:08:05, Ethernet0/0
D 10.32.2.0/24 [90/256000] via 10.30.33.1, 00:08:05, Ethernet0/0
D 10.32.3.0/24 [90/256000] via 10.30.33.1, 00:08:04, Ethernet0/0
22.0.0.0/8 is variably subnetted, 3 subnets, 2 masks
D 22.31.1.0/24 [90/256000] wia 10.30.31.1, 05:16:38, Ethernet0/1
D

14, Ethernet0/1

EIGRP Offset Lists:

In certain situations, we may need to manipulate EIGRP metrics, and one method is to use Offset Lists to increase
both the AD (Advertised Distance) and FD (Feasible Distance) of a route by a certain value — the offset.

Distribute list functions to control the Routes which are advertised or received while Offset List function is to
modify the advertised/received metric of Routes.

Offset List configurations define the following:

*= route(s) that we want to amend the metric for (matching an ACL)
= direction of the updates being sent or received

* interface on which updates are sent or received

= offset integer value

From R30 we have 2 routes for 10.30.38.0/24 network as below, it use R31 and R33 to each always.
So we make use of R32 as primary path of that link do down we use R31 as secondary path with offlist config

Verify before we modify :
RIOFLracer vute 10,30, 38.1

Type escape sequence ta abort.
Tracing the route 1o 10,30, 38,1

VAF info: (erf in name/id, vrf out name/id)
1 10.30.30.7 | msec
10.30.32.2 9 msed
10.30.30.2 1 mzcc
7 10.30.33.2 1 msec
10.30.231.2 U mzec ™
R¥MTraceroure 10.30.3R.1

Type e:c.:ﬁe seguence Lo aburt,
Tracing the route to 10.30.38.1

wRE nfo: {vrl in nase/ 1d, vrf out name/ id)
1 10.30.20.2 1 ssec
10.30,.32.2 0 msec
10.30.30.2 1 soec
2 10.30.33.2 0 msec
10.30.31,2 1 ssec *
R3oFtracerocase 10.30.38.1

Type esCape sequence Ta aborT,

Tracing the route to 10.30.38.1
VRE a: {vrf in name/id, vrf our name/id)
1 10.30.30.2 0 asec
10.30.32.2 1 mzcc
10,30.30.2 | nsec
£ 10.30.33.2 1 mzec
0 miec *

10.30.31.2

155



Balaji Bandi

RIOeshow 1p wigrp topology 10. 30, 38.0/24
Licmr-1pvd Yopology Entry for AS{200)/10{100.1.4.1) for 10.30.38.0/24
State 13 Passive, Query origin flag is 1, 2 Successur(s), FD iz 332800

Descr iptor Blocks:
u.n. 2 (cthernet0/0), from 10.30.30.2, send flag 15 Ox0
ite vetric is (332800/307200), route is Imternal
vcucr metric:
Minfmus bandsidch 15 10000 kbit
Total delay iz 3000 microseconds
ﬂublll(¥ 18 255/2%%
Load 15
Mimimus MTU 1) 1500

Oo? count s 2

ar gmaunq router 15 22.33.1.1

10.30.32.2 (Cchernetd/1), fros 10.30.32.2, Send flag 13 Ox0
Compenite petric |5 (312800/307000), Foute s Internal
vector motric:

Mt Iunaddth 13 10000 Kbit

Total delay is 3000 microseconds
lﬂi&ili! ;s 25572558
15 1/

utrmn- MTU 13 1500
nop count is 2
originating router 15 22.33.1.1

Now we use offset config on R33 as below :

Samek, K000 o0 piserite
=135t

net 10.30.31.1 L!ﬁefnﬂtﬂ/l
e 10, 10, 117 Ftheene! 0/0
paszZive Ynrertace detault

w1 pesy e el e lace FLmcnwn 0/
no passTve-intertace Lthernetd/0

!o forwarc-protocol nd

na 1p htip scrver
lnl ip BILE Securs=sprvpe

.:uce.s 1147 40 perwit 10.30.38.0 0.0.0.255

And Verify the results
Rio#show ip eigrp topol 10.30,38.0/24
LIGRP-IPVS Topn]ggy gyﬁt AS(200)/I0(100.1.4.1) for 10.30.38.0/24
state s Passive, Query origin flag is 1, 2 Successor(s), FD is 332800
pescriptor ancics'
10.30.30.2 (Ether from 10.30.30.2, send flag 15 Ox0
o-posite netric 15 t;;zaoononoo). route 15 Internal
vector metric:
Minipun bandwidth is 10000 xbit
Total delay is 3000 microseconds
Relh.bi"tg fs 255/255
Load 1s 1/25
minisun MTU Ss 1500
0? count 15 2
or g inating router 1s 22.33.1.1
10.30.32.2 (ftharnet0/1), from 10.30.32.2, Send flag 15 Ox0
Composite metric is (332800'!0’200). route is Internal
vector metric:
minimun bandwidth is 10000 xbit
Total delay s 3000 microseconds
Reliabilitg 1s 255/255
Load 15 1/
Minimun MTY is 1500

ug count is 2
originating router is 22.33.1.

1
nit#show | ei topol 10.30. 38.0/24
ur.nr-!rvlp‘ropcg)';p go 33’r AS(200 )/ (100.1.4.1) for 10.30,38.0/24
state 1s Passive. Query or 91 n flag 15 1, 1 Seccessor(s), FD 15 332800

oescr'l tor Blocks:
10.30.32.2 (Rthernet0/1), from 10.30.32.2, Send flag 15 Ox0
ucposiu metric is (332800 !0"200). ruuto 13 Internal
vector metric:
minimun bandwidth fs 10000 kbit
Total delay 1s 3000 microseconds
ueliabillt; 15 255/255
Load 15 1/253
mniwl MTU 15 1500
count i3 2
gi ating router s 22.33.1.1
10.30.30 {Etherner0/0), from 10.30.30.2, send flag Is 0x0
composite metric 1s (332820/307220), foute is Internal
vector metric:
Minipum bandwidth 1s 10000 Kbit
Total delay is 3000 microseconds
reliability is 255/25%%
Load is 1/ ¥
mininun MTU ls 1500

nog count s
originating rou(er 15 22.33.1.1

From R31 traceroute, we see it going via R32 no load-balancing.

R30#traceroute 10.30.38.1
Type escaﬂe sequence to abort.

Tracin e route to 10.30.38.1

vRF info: (vrf in name/id, vrf out name/id)
1 10.30.32.2 1 msec 0 msec 1 msec
2 10.30.33.2 1 msec ®* 1 msec
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Lets check in case the link go down between R30 and R32, it will use R32 path to reach 10.30.38.0/24

|RI0MTraceroute 10.30.38.1
| ’ Gin: Interface fthernet0/1, changed state to administratively down
| ML INEPROTO-S-UPDOWN: Line protocol on Interface Ethernot0/1, changed state to down
|m30ftraceroute 10.30.38.1
|Type escape sequence to abort,
|Tracing the route to 10.30.38.1
|VRF info: (vrf in name/id, vrf out name/id)
1 10.30.30,2 1 msec 1 msec 0 msecC
2 10.30.31.2 1 msec * 1 msec

Cisco reference:

https://www.cisco.com/c/en/us/support/docs/ip/enhanced-interior-gateway-routing-protocol-eigrp/13673-
14.html

2.5.e Implement and troubleshoot EIGRP stub
2.5.e[i] stub

Stub Routers in EIGRP have two purposes:

1. to prevent a router from advertising any routes it has learnt via EIGRP to neighbouring routers
2. to limit the scope of query messages when a route goes “active”

Here are the flavors we have:

e Receive-only: The stub router will not advertise any network.

e Connected: allows the stub router to advertise directly connected networks.

e Static: allows the stub router to advertise static routes (you have to redistribute them).
e Summary: allows the stub router to advertise summary routes.

e Redistribute:allows the stub router to advertise redistributed routes.

Now we will make R33 as Stub router and verify the output

router eigrp 200

network 10.0.0.0

network 22.0.0.0

neighbor 10.30.31.1 Ethernet0/1
neighbor 10.30.33.1 Ethernet0/0
passive-interface default

no passive-imterface ethernet0/1
no passive-interface Ethernet0/0
eigrp stub connected summary

I

Verify the neighbour:

R32#show ip eigrg neighbors detail
EIGRP-IPv4 Neighbors for AS(200)

H Address Interface Hold Uptime SRTT RTO Q 5Seq
(sec) (ms) Cnt Num
1 10.30.33.2 ET0/0 11 00:09:43 13 150 0 22

static neighbor
version 15.0/2.0, Retrans: 1, Retries: 0, Prefixes: 6
Topology-ids from peer - 0
Stub Peer Advertising (CONNECTED SUMMARY ) Routes
suppressing queries
0 10.30.32.1 ET0/1 11 00:41:10 2 100 0O 37
version 15.0/2.0, Retrans: 2, Retries: 0, Prefixes: 18
Topology-ids from peer - 0
Max Nbrs: 0, Current Nbrs: 0
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2.5.e [ii] leak-map
Same as above summary route leak map

2.5.f Implement and troubleshoot load-balancing
2.5.f [i] equal-cost

EIGRP Path Selection, EIGRP Metric Weights, EIGRP Traffic Engineering

EIGRP chooses the path with the lowest composite metric based on:
Bandwidth

--inverse lowest bandwidth along path in Kbps scaled by 10A7 * 256
Delay

--cumulative delay along path in tens of microseconds scaled by 256.
Load

--Highest load along path
Reliability
--lowest reliability along path

Easiest way on EIGRP Traffic Engineering with Delay is cumulative on a hop-by-hop basis
--easier to influence path selection with “Delay” interface command.

Now From R30 we got summary Route 10.30.0.0/21
Now we observe this summary route on R33 and we do Traffic engineer using delay adjustment

RIZF
R33#show ip eigrp topology 10.30.0.0/21
EIGRP-IPv4 Topology Entry for AsS{200)/ID({22.33.1.1) for 10.30.0.0/21

State is Passiwve, Query origin flag is 1, 2 sSuccessor(s), FD is 435200
Descriptor Blocks:

10.30.31.1 (Ethernet0/1), from 10.30.231.1, send flag is 0x0

Composite metric is (435200/409600), route is Internal
vector metric:
Mimimum bandwidth is 10000 Khit
Total delay is 7000 microseconds
Reliability is 255/255
Load is 1/255
Minmimum MTU is 1500
Hop count is 2
originating router is 100.1.4.1
10.30.323.1 (eEthernetd/0), from 10.30.33.1, send flag is Ox0
Composite metric is (435200/409600), route is Internal
vector metric:
Minimum bandwidth is 10000 Kbit
Total delay is 7000 microseconds
rReliability is 255/255
Load is 1,/255%
Minimum MTU is 1500
Hop count is 2
originating router is 100.1.4.1

Lets test traceroute from R33 to 10.30.1.1

REIFFLraceroute 10.30.1.1
Type escape sequence to abort.
Tracing the route to 10.30.1.1
VRF info: (vrf in name/id, vrf out name/id)
1 10.30.31.1 msec
10.30.33.1 1 msec
10.30.31.1 1 msec
0
0

=

2 10.30.32.1 msec
10.30.30.1 msec *
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Now it Go from R33 to R31 then R30 was the final destination.

On R33 Eth 0/1 Link lets increase the delay another 5000, so traffic path will take from R33 to R32 then R30.

R3IIMshow §p eigrp topo'[ogy 10.30.0.0/21
FIGRP-TPv4 Topalogy Entry for AS(200)/ID(22.33.1.1) for 10.30.0.0/21
State is Passive, Query origin flag is 1, 1 Successor(s), FD is 435200
pescriptor Blocks: ;
10.30.33.1 (Ethernetd/0), from 10.30.33.1, send flag fs Ox0
composite merric 1s (£35200/409600), route is Internal
vector metric:
Minipum bandwidth iz 10000 kbit
Total delay is 7000 microseconds
reliability 1s 255/255
Load 1s 1/255
Mintoum wTU is 1500
Hop count is 2
originating router is 100.1.4.1
10.30.31.1 (Ethernet0/1), from 10.30.31.1, Send flag is Ox0
Composite merric 1s (1689600/409600), route is Internal
vector metric:
Mininue bandwidth 1s 10000 kbit
Toral delay is 56000 microseconds
le‘liabﬂ{tz is 255/25%
Load is 1/255
Minimum MTU is 1500
Hop count 1s 2
originating router 1s 100.1.4.1

Now we do the same traceroute

R33#tracerolte 10.30.1.1

Type escape sequence to abort.

Tracing the route to 10.30.1.1

VvRF info: (vrf in name/id, vrf out name/id)
1 10.30.33.1 1 msec O msec 0 msec

2 20.30. 32.1 1 msec * 1 msec

2.5.f [ii] unequal-cost

Routing would be more efficient if we balanced the load from those two available paths. The metrics of those two
paths are equal or nearby. Since we cannot do un-equal path load-balance other link will get wasted by leaving
idle. while letting the other path handle the full load for traffic.

That's where EIGRP unequal-cost load balancing comes in. EIGRP runs equal-cost load balancing by default,
but unequal-cost balancing requires a little configuration, a little math, and an eye for details and unexpected
results. We’'ll use all of those as we proceed with this lab.

One magic word enables unequal-cost load balancing in EIGRP. The variance command is a multiplier and has
a default value of 1. Using variance is a two-step process:

The router will multiple the Feasible Distance of the route by the variance value.
Any feasible successor with a metric less than that new value will be entered into the routing table.

Router EIGRP Meaning
Subcommand
variance Any F5 route whose metric is less than the variance value multiplied by the FD i= added to the routing table

[within the restrictions of the maximum-paths command).

maximum-paths {1..6} The maximum number of routes to the zame destination sllowed in the routing table. Defaults to 4.
traffic-share balanced The router balances scross the routes, giving mere packets to lower-metric routes.

traffic-share min Although multiple routes are installed, zends traffic uzing only the lowest-metric route.

traffic-share balanced f more routes exist than are allowed with the maximum-paths setting, the router chooses routes with
across-interfaces different outgoing interfaces, for better balancing.

o traffic-share Ralances evenly across routes, ignoring EIGRP metrics.

command configured
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Example: (in this topology we make between R30 R31 link speed 10MB and work with Variance to make un-equal
path load share.

10.35.1.0/24 10.36.1.0:24
c=) I
10.30.35.0/24 10.30.36.0/24
Loopback : @l @f/: Loopback
10.30.1.024 | 10.30.30.0/24 | 10.31.4.0024
10302024 | SEP— D e % ' 10.31.2.0024
1 3 1
10.30.3.024 | 1omB | 10313024
10.30.4.024 | | 10.31.4.0/24
i i
i i
110.20.32.0124 BB - CCIE 10.30.31.0/24]
: EIGRP
i i
i i
Loopback ! ' Loopback
1 1
nazio | e e @ | 1waniom
10322024 | "M 10.30.33.0/24 MR qpas2.0ma
103230024 | () T =2 | 103330024

Check the Eigrp topology and traceroute for 10.31.1.1

R30#show ip eigrp topology 10.31.1.0/24
EIGRP-IPv4 Topology Entry for AsS(200)/ID(100.1.4.1) for 10.31.1.0/24
State is Passive, Query origin flag is 1, 1 Successor(s), FD is 256000
Descriptor Blocks:
10.30.32.2 (Ethernet0/1), from 10.30.32.2, Send flag is 0x0
Composite metric is (256000/256000), route is Internal
Vector metric:
Minimum bandwidth is 10000 kbit
Total delay is 8000 microseconds
reliability is 255/255
Load is 1/255
Minimum MTU is 1500
Hop count is 3
originating router is 22.31.1.1
10.30.30.2 (Ethernet0,/0), from 10.30.30.2, send flag is 0x0
Composite metric is (2560000/256), route is Internal
vector metric:
Minimum bandwidth is 1000 Kbit
Total delay is 6000 microseconds
reliability is 255/255
Load is 1/255
Minimum MTU is 1500
Hop count is 1
originating router is 22.31.1.1

Traceroute always use 100MB link even though R31 is next hop.

R30#traceroute 10.31.1.1
Type escape sequence to abort.
Tracﬁng the route to 10.31.1.1
VRF info: (vrf in name/id, vrf out name/id)
1 10.30.32.2 0 msec 0 msec 1 msec
2 10.30.33.2 0 msec 0 msec 1 msec
3 10.30.31.1 1 msec * 2 msec
R30#rLraceroute 10.31.1.1
Type escape sequence to abort.
Tracing the route to 10.31.1.1
VRF info: (vrf in name/id, vrf out name/id)
1 10.230.32.2 0 msec 1 msec 0 msec
2 10.30.33.2 1 msec 0 msec 1 msec
3 10.30.31.1 1 msec * 1 msec

Since EIGRP rely to calculate feasible success based on the formula.
For simplicity | have configured EIGRP to only use the Bandwidth K value when calculating Feasible
Distances.

rourer eigrp 200

metric weights 01 00 0 0
network 10.0.0.0

netuork 20.0,0.0

network 100.0.0.49
paszive-1nrerface defaulr

m passive-interface Ethesnecd/
_m passive-interface Ethernetd/1
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Now before variance added lets check the routing table.

R3I0#show ip route 10.31.1.1
Routing entry for 10.31.1.0/24
Known via “eigrp 200", distance 90, metric 256000, type internal
rRedistributing via eigrp 200
Last update from 10.30.32.2 on Ethernet0/1, 00:13:03 ago
Routing Descriptor Blocks:
* 10.30.32.2, from 10.30.32.2, 00:13:03 ago, via Ethernet0/1
Route metric is 256000, traffic share count is 1
Total delay is 8000 microseconds, minimum bandwidth is 10000 Kbit
reliability 255/255, minimum MTU 1500 bytes
Loading 1/255, Hops 2

This still used R32 as route path to reach R31 Loopback interface.

| have just added Variance 10 on R30 Eigrp process

router oigrp 200

petric weights 0100 C 0
variance 10

network 10.0.0,0

passive-inrerface dofaulr

no passive-interface ELhesnel0/0
na passive-inrerface irhornern/l
'

How lets verify:

R30#show ip eigrp topology 10.31.1.0/24
EIGRP-IPv4 Topology Entry for AS(200),/ID(100.1.4.1) for 10.31.1.0/24
State is Passive, Query origin flag is 1, 2 Successor(s), FD is 2560000
Descriptor Blocks:
10.30.30.2 (Ethernet0,/0), from 10.30.30.2, send flag is 0x0
composite metric is (2560000/256), route is Internal
vector metric:
Minimum bandwidth is 1000 kbit
Total delay is 6000 microseconds
reliability is 253/255
Load is 1/255
Minimum MTU is 1500
Hop count is 1
originating router is 22.31.1.1
10.30.32.2 (Ethernet0,/1), from 10.30.32.2, send flag is Ox0
Composite metric is (256000/256000), route is Internal
Vector metric:
Minimum bandwidth is 10000 Kbit
Total delay is B000 microseconds
reliability is 255/255
Load is 1/255
Minimum MTU is 1500
Hop count is 3
originating router is 22.31.1.1
R3I0#show ip route 10.31.1.1
Routing entry for 10.31.1.0/24
Known via “eigrp 200", distance 90, metric 256000, type internal
Redistributing via eigrp 200
Last update from 10.30.322.2 on Ethernet0/1, 00:11:30 ago
Routing Descriptor Blocks:
* 10.30.32.2, from 10.30.32.2, 00:11:30 ago, via Ethernetd/1
Route metric is 256000, traffic share count is 10
Total delay is 8000 microseconds, minimum bandwidth is 10000 kbit
reliability 255/255, minimum MTU 1500 bytes
Loading 1/255, Hops 3
10.30.320.2, from 10.30.30.2, 00:11:30 ago, via Ethernet0/0
Route metric is 2560000, traffic share count dis 1
Total delay is 6000 microseconds, minimum bandwidth is 1000 Kbit
reliability 255/255, minimum MTU 1500 bytes
Loading 1/255, Hops 1

Let’s see traceroute load-balance to 10.31.1.1

We can observe now taking 2 paths and loadbalancing between R31 and R32

w30#traceroute 10.31.1.1
Type escape sequence to abort.
Tracing t route to 10.31.1.1
VRE 1n20: (vrf in name/id, vrf out name/id)
1 10.30.30.2 1 msec
10.30.32.2 1 muec O muec
RIOFEraceroute 10,.31.1.1
Iype escai)e sequence to abort,
Tracing the route to 10.31.1.1
Wr info: (vwf in name/id, vrf out name/id)
1 10,30.32.2 D msec 1 msec 0 msecC
2 10.30.33.2 1 msec 1 msec L msec
3 10.30.31.1 0 msec *
‘1_0.-10.«).1 1 msec
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2.5.f [iii] add-path ( Covered in DMVPN)

The EIGRP Add Path Support is a feature that allows the hub in a DMVPN topology to advertise multiple best
paths to its spoke routers. This feature is needed if you have two or more spoke routers that advertise the
same subnet. The hub router will learn about the subnet from both spoke routers so it can use ECMP (Equal
Cost Multipath) with both spoke routers. EIGRP however, will only advertise one path to other spoke
routers. Without this feature, you can’t use ECMP between spoke routers and when one of your spoke
routers fail, EIGRP has to re-converge.

2.5.g Implement EIGRP [multi-address] named mode
2.5.g [i] Types of families

2.5.g [ii] IPv4 address-family
2.5.g [iii] IPv6 address-family

The traditional way to configure EIGRP requires various parameters to be configured under the interface
and EIGRP configuration mode. In order to configure EIGRP IPV4 and IPv6, it is required to configure
separate EIGRP instances. Traditional EIGRP does not support Virtual Routing and Forwarding (VRF) in IPv6
EIGRP implementations.

With Named mode EIGRP, everything is configured at a single place under the EIGRP configuration and
there are no restrictions as mentioned previously.

EIGRP Named Mode or Multi-AF Mode is a new development in EIGRP starting in Version 15.x
EIGRP name mode have backward compatible with Classic mode neighbour also.

Only a single instance of EIGRP needs to be created. It can be used for all address family types. It also supports
multiple VRFs limited only by available system resources. One thing to be aware of in regards to the named
mode is that configuration of the address-family does not enable IPv4 routing as a traditional configuration of
IPv4 EIGRP. A 'no shut' is required in order to start the process:

router eigrp [virtual-instance-name | asystem]
[no] shutdown

On this topology we run EIGRP Named mode on R30 and R33 for testing, and R31 and R32 remain Classic Mode

10.35.1.0/24 10.38.1.0/24
> B35 » RIS
|E (w3
10.30.35.0/24 10.30.36.0/24
Loopback ,@ @/ Loopback
10.30.1.0/24 . 10.20.20.0/24 10.31.1.0/24
10.30.2.0/24 % {oz) o) }_% 10.31.2.0/24
10.20.3.0/24 B 10.31.2.0/24
10.30.4.0/24 .;.‘-.? -ﬁj 10.31.4.0/24
10.20.32.0/24 BB - CCIE 10.30.31.0/24

JP EIGRP
Loophback Loophack
-~ -

10.32.1.0/24 ) ) % 10.33.1.0/24
P Ri%
=

» | LEH N
10322024 % 10.30.22.0/24 10.33.2.0/24
10.32.3.0024 | [ 10,33 3.0/24
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Named EIGRP has three modes under which the bulk of the configuration is completed. These are:
e address-family configuration mode - (config-router-af)#
e address-family interface configuration mode - (config-router-af-interface)#
e address-family topology configuration mode - (config-router-af-topology)#

Since R30 already have classic mode config, we upgrade to Named mode with existing config. As below :

R30{config-router)#eigrp upgrade-cli BBANDI

Configuration will be converted from router eigrp 200 To router eigrp BEANDI.
Are you sure you want to proceed? ? [yes/no]: yes

REG(gunfig}#

EIGRP: Conversion of router eigrp 200 to router eigrp BBANDI - Completed.
R30{config)#

Verify the config and neighbours:

1
router eigrp BBANDI
1

éddress—famiTy ipv4 unicast autonomous-system 200
1

af-interface default
passive-interface
exit-af-interface

1

af-interface Ethernet0/0
authentication mode md5
authentication -chain BBANDI
no passive-imerface

exit-af-imterface

1

af-interface Ethernet0/1
no passive-inmterface

exit-af-interface

1

topology base

exit-af-topology
network 10.0.0.0
network 20.0.0.0
network 100.0.0.0

exit-address-family
!

rRI0#show 1p eigrp neighbors »
EXGRP-IPVE vR{BBANDL) Address-Family Neighbors for as(200)

W Address interface nold vptime  SaTy RID Q seq

(5ec) (ms) <Nt Num
1 10.30.30.2 Exo/o 10 00:02:30 4 100 O 202
0 10.30.32.2 £10/1 11 00:04:03 7 100 O 194

R3O0
R3I0#show eigrp protocols
EIGRP-IPv4 VR(BBANDI) Address-rFamily Protocol for AsS(200)
Metric weight Kl=1, K2=0, K3=1, kK4=0, K5=0 K&=0
Metric rib-scale 128
Metric version 64bit
NSF-aware route hold timer is 240
Router-ID: 100.1.4.1
Topology : 0 (base)
Active Timer: 3 min
Distance: internal 90 external 170
Maximum path: 4
Maximum nopcount 100
Maximum metric wvariance 1

Classic mode as below :
R31#show eigrp protocols
EIGRP-IPv4 Protocol for AsS(200)
Metric weight K1=1, K2=0, K3=1, K4=0, K5=0
NSF-aware route hold timer is 240
Router-ID: 22.31.1.1
Topology : O (base)
Active Timer: 3 min
Distance: internal 90 external 170
Maximum path: 4
Maximum hopcount 100
Maximum metric variance 1
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Now we configure R33 with summarisation and verify

router eigrp BBANDI

1

address-family ipv4 unicast autonomous-system 200
1

af-interface default

passive-interface

exit-af-interface

1

af-imterface Ethernet0/1

summary-address 10.33.0.0 255.255.248.0
no passive-interface

exit-af-interface

1

af-interface ethernet0/0

summary-address 10.33.0.0 255.255.248.0
no passive-interface

ex1t af-interface

topo1ogy base

exit-af-topology

neighbor 10.30. 31 1 Ethernet0/1
neighbor 10.30.33.1 ethernet0/0
network 10.0.0.0

network 22.0.0.0

exit-address—family
'

R33éshow 1p eigrp neighbors
EIGRP-IPvEe VR{BBANDI) Address-Family Neighbors for AS{200)

H  Address Inmterface Hold Uptime SRTT RTO Q
(5ec) (ms) <Nt Num

1 10.30.33.1 ET0/0 13 00:22:39 2 100 0 213

0 10.30.31.1 ET0/1 14 00:22:40 4 100 0 219

riig

On R30 lets check the summarisation for 10.33.0.0/21

R30#show ip route eigrp

codes: L - local, ¢ - connected, s - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area

N1 - OSPF N55A external type 1, N2 - OSPF NS5A external type 2

El - OSPF external type 1, E2 - OSPF external type 2

i - I5-IS, su - I5-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
ia - I5-I5 inter area, * - candidate default,
0 - ODR, P - periodic downloaded static route,
a - application route

+ - replicated route, % - next hop override

H - NHRP, 1 - LISP

Gateway of last resort is not set

U - per-user static route

10.0.0.0/8 is variably subnetted, 29 subnets, 3 masks
] 10.30.31.0/24 [90/1536000] v1a 10.30.30.2, 00:23:43, ethernet0/0
D 10.30.33.0/24 [90/1536000] wvia 10.30.32.2, 00:23:44, ethernet0/1
D 10.30.36.0/24 [90/1536000] via 10.30.30.2, 00:34:18, Ethernet0/0
] 10.30.37.0/24 [90/1536000] wia 10.30.32.2, 00:34:18, Ethernet0/1
D 10.30.38.0/24 [90/2048000] wvia 10.30.32.2, 00:23:43, ethernet0/1
[90/2048000] wia 10.30.30.2, 00:23:43, ethernet0,/0
] 10.31.1.0/24 [90/3584000] via 10.30.30.2, 00:34:18, Ethernet0/0
D 10.31.2.0/24 [90/3584000] via 10.30.30.2, 00:34:18, ethernet0/0
D 10.31.3.0/24 [90/3584000] via 10.30.30.2, 00:34:18, Ethernet0/0
] 10.31.4.0/24 [90/3584000] via 10.30.30.2, 00:34:18, Ethernet0/0
D 10.32.1.0/24 [90/3584000] via 10.30.32.2, 00:34:18, ethernet0/1
D 10.32.2.0/24 [90/3584000] via 10.30.32.2, 00:34:18, Ethernet0/1
] 10.32.3.0/24 [90/3584000] via 10.30.32.2, 00:34:18, Ethernet0/1
D 10.33.0.0/21 [90/1536640] via 10.30.32.2, 00:20:13, ethernet0/1
[90/1536640] via 10.30.320.2, 00:20:13, ethernet0/0
22.0.0.0/24 is subnetted, 2 subnets
D 22.31.1.0 [90,/3584000] wvia 10.30.30.2, 00:34:18, ethernet0/0
D 22.33.1.0 [90/1536640] via 10.30.32.2, 00:20:13, ethernet0/1

[90/1536640]

via 10.30.30.2, 00:

20:13, ethernet0/0
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Here is table conversion for reference:

Traditional EIGRP
configuration

CCIE Journey 2019

EIGRP Named made
configuration

Interface Ethernet0/0

ip address 10.10.10.1

io helle eigrp 1 30

ipw6 enable

ipv6 enable eigrp 1

ipvE bandwidth-percent eigrp 1 40

router eigrp 1
netwoek 10.0.0.0 255.0.0.0

address-family ipvd vrf savage
autonomous-systerm 65534
network 192.168.0.0

ipw6 router eigrp 1
no shutdown

*no support for ipve vrf

111

Interface Ethernetd/0
in address 10.10.10.1
ipv6 enable

|

|

router eigrp TEST
address-family ipwd autonomous-systerm 1
network 10.0.0.0 255.0.0.0
af-interface Ethernet0/0
helle 30
exit-af-interface
|
network 192.168.0.0
|
|
address-family ipv6 autonomous-systemn 1
af-interface Ethernet0/0
no shutdown
bandwidth-percent 40
exit-af-interface
|
af-interface Ethernetd0
no shutdown
exit-af-interface

2.5.h Implement, troubleshoot and optimize EIGRP convergence and scalability
2.5.h [i] Describe fast convergence requirements

2.5.h [ii] Control query boundaries
2.5.h [iii] IP FRR/fast reroute [single hop]

EIGRP Loop-Free Alternate (LFA) Fast Reroute (FRR) is a feature that allows EIGRP to switch to a backup
path in less than 50 ms. Fast reroute means we switch to another next hop, Loop-free alternate is an

alternative path in the network that is loop free.

10.30.26.0/24

10.30.35.0/24
Loopback ,@ (wz] Loopback
10.30.1.0:24 : 10.30.30.0/24 10.31.1.0/24
10.30.2.0/24 % — ) D—@ 10.31.2.0/24
10303024 | 1° | 10.31.3.0/24
10.30.4.024 | @3 (D 10.31.4.0724
10.30.32.0/24 BB - CCIE 10.20.31.0/24
EIGRP
@
Loopback Loopback
10.32.1.0/24 — ) e 10.23.1.0/24
; T LT ,
10.32.2.0/24 ; 10,3033 0724 10.23.2.0/24
10.32.3.0024 | () '@ 10.33.3.0124
10.30.37.0/24 10.30.38.0/24
@ )
= e
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In this example R31 to reach 10.30.38.1 It has 2 routes, from R31 and R32.
R30#show ip eigrp topology 10.30.38.0/24
EIGRP-IPv4 VR(BBhNDIﬁ Topo1o y Entry for AS(200)/1ID(100.1.4.1) for 10.30.38.0/24
state is Passive, Query or1g1n flag is 1, 2 successor(s), FD is 197918720, RIB is 1546240
Descriptor Blocks:
10.30.30.2 (Ethernet0/0), from 10.30.30.2, send flag is Ox0
Composite mgtric is (262144000/196608000), route is Internal
vector metric:
Minimum bandwidth is 10000 kbit
Total delay is 3000000000 picoseconds
Reliability is 255/255
Load is 1,255
Minimum MTU is 1500
Hop count is 2
originating router is 22.33.1.1
10.30.32.2 (Ethernet0/1), from 10.30.32.2, send flag is Ox0
Composite mgtric is (262144000/196608000), route is Internal
Vector metric:
Mimimum bandwidth is 10000 kKbit
Total delay is 3000000000 picoseconds
rReliability is 255/255
Load is 1/255
Minimum MTU is 1500
Hop count is 2
originating router is 22.33.1.1
R30#show ip route 10.30.38.1
rRouting entry for 10.30.38.0/24
kKnown via "eigrp 200", distance 90, metric 2048000, type internal
Redistributing via eigrp 200
Last update from 10.30.32.2 on Ethernet0/1, 00:00:11 ago
Routing Descriptor Blocks:
10.30.32.2, from 10.30.32.2, 00:00:11 ago, via Ethernet0/1
Route metric is 2048000, traffic share count is 1
Total delay is 3000 microseconds, minimum bandwidth is 10000 kbit
rReliability 255/255, minimum MTU 1500 bytes
Loading 1/255, Hops 2
* 10.30.30.2, from 10.30.30.2, 00:00:11 ago, via Ethernet0/0
Route metric is 2048000, traffic share count is 1
Total delay is 3000 microseconds, minimum bandwidth is 10000 Kbit
reliability 255/255, minimum MTU 1500 bytes
Loading 1/255, Hops 2
R30#show ip cef 10.30.38.1
10.30.38.0/24
nexthop 10.30.30.2 Ethernet0/0
nexthop 10.30.32.2 ethernet0/1
R30#

Now we increase delay on R30 Interface EO/1

R3I0#show run imerface ethernet 0/0
Building configuration...

current configuration : 75 bytes
I

imerface Ethernet0/0
ip address 10.30.30.1 255.255.255.0
delay 2

end

Now check the same output again : (now we have only 1 path to reach 10.30.38.1)

R30#show ip eigrp topology 10.30.38.0/24
EIGRP-IPvd VR(BBANDI Tapolu?y gntry for AS(’OO) ID(100.1.4.1) for 10.30.38.0/24
state is passive, Query origin flag §s 1, 1 successor{s), FD 15 197918720, RIE 1s 1546240
pescriptor Blocks:
10.30.30.2 (Ethernet0/0), from 10.30.30.2, Send flag i5 Ox0
Composite metric is (197918720/196808000), route is Intermal
vector metric:
Minfmun bandwidth 1s 10000 xbit
Total delay is 2020000000 piceseconds
Reliability is 2357255
Load is 1/ 55
Minimun MTU §S 1500
Mop Count 1s 2
Originannq router 15 22.33.1.1
10.30.32 (Ethernet0/1), from 10.30.32.2, Send flag 15 Ox0
Composite metric is (.‘62144000 190-608000) route is Intermal
vector metric:
minimun bandwidth 15 10000 xbix
Total delay i1s 3000000000 picoseconds
Reliability is 285/2%%
Load is 1, gs
Minimun MU 15 1500
Hop count is 2
originating router is 22.33.1.1
R30#show ip route 10.30.38.1
Routing entry for 10.30.38.0/24
«nown via "elgrp 2007, distance 90, merric 1546240, type 1nternal
redistributing via elgrp 200
Last update from 10.30.30.2 on fthernet0/0, 00:00:45 ago
Rout i Descriptor 8locks:
* 10.30.30.2, from 10.30,30.2, 00:00:45 ago, via ethernet0/0
RouTe metric 15 1546240, traffic share count 15 1
Total delay 15 2020 microseconds, minimur bandwidth is 10000 xbit
Re'HabIHtg 2557258, minimum MTU 1500 bytes
Loading 1/255 uup: 2
n30#show 1p Cef 10. 30.38
10,30.38,0/24
goxthw 10, 30.30.2 Ethernet0/0
R30#
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FRR ( this feature not tested - only works on CSRV1000)
router eigrp BBANDI

address-family ipv4 unicast autonomous-system 200
topology base

fast-reroute per-prefix all

2.5.h [iv] Summary leak-map

Allows for more specific routes to be advertised that normally would be suppressed by the summary route

2.5.h [v] Summary metric

By default, summary routes use the lowest metric among the existing routes. If this metric changes, the summary
route will also be updated.

The summary metric can be manually configured under the EIGRP process

#router eigrp 200
#summary-metric 10.0.0.0/16 10000 200 255 0 1500

Redistribution from RIP to EIGRIP and EIGRP to RIP with below Network Topology:

10.30.35.0/24 10.20.26.0/24

Loopback ,E) () Loopback
10.20.1.0/24 3 10.30.30.0/24 10.31.1.024
10202024 | Sl — G - 10.31.2.0/24
- =
1.z03.024, "V 10.31.3.0/24
10.30.4.0/24 @ (D 10.31.4.024
10.30.32.0024 BB - CCIE 10.20.31.0124
EIGRP
(@ =
Loopback Loopback
10.32.1.0/24 === I e | 10.32.1.0/24
. [T F R i
10222024 |+ " 10.20.33.0024 \ 10.33.2.0/24
103230024 | () [c) 10.32.3.0/24
10.30.27.0/24 10.30.38.0/24
@ ()
5=
\ >R
= RIPv2 o)
10.30.40.0/24 030,29 0724
(=] =)
T bR
10.40.1.0/24 10.53.1.0:24

Configure R33 with EIGRIP and RIP and Reattribute the network and Verify:

Configure RIP on R33 and R38 and redistribute and very the output
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router eigrp BBANDI
I

5ddress—fami1y ipv4 unicast autonomous-system 200
I

éf—in;erf@ce default
passive-interface
exit-af-interface

1

af-interface ethernet0/1
summary-address 10.33.0.0 255-255-248.0
no passive-interface

exit-af-interface
1

af-interface ethernet0/0
summary-address 10.33.0.0 255.255.248.0
no passive-interface

exit-af-interface
1

fopo1ogy base

redistribute rip metric 10000 100 255 1 15000

exit-af-topology

neighbor 10.30.31.1 Ethernet0/1
neighbor 10.30.33.1 Ethernet0/0

network 10.0.0.0

network 22.0.0.0
exit-address-family
1

router rip
version 2

redistribute eigrp 200 metric 1
passive-interface default
no passive-interface ethernet0/2

network 10.0.0.0
no auto-summary

R38

router rip
version 2

passive-interface default
no passive-interface Ethernet0/2

network 10.0.0.0
no auto-sSummary

- ' - £ '

Check the route on R30 and R38

R30#show ip route eigrp
Codes: L - local, € - connected, s - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSS5A external type 1, N2 - OSPF NSSA external type 2
El - OSPF external type 1, EZ - OSPF external type 2

i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
ia - I5-IS inter area, ®* - candidate default, U - per-user static route

o - ODR, P - periodic downloaded static route, H - NHRP, 1 - LISP

a - application

route

+ - replicated route, % - next hop override

Gateway of Tlast resort

is not set

10.0.0.0/8 is variably subnetted, 32 subnets,

10.30.31.0/24
10.30.33.0/24
10.30.36.0/24
10.30.37.0/24
10.30.38.0/24

oooooo

=]

0 ooooooooQ

[=Rw]

EX

EX

10.30.39.0/24

10.31.1.0/24
10.31.2.0/24
10.31.3.0/24
10.31.4.0/24
10.32.1.0/24
10.32.2.0/24
10.32.3.0/24
10.33.0.0/21

10.38.1.0/24

10.30.0.0/21 is a summary,

[90/1536000]
[90/1536000]
[90/1536000]
[90/1536000]
[90/2048000]
[90/2048000]

[170/2048000] via 10.320.32.2, 00:00:35, Ethernet0/1
[170/2048000] via 10.30.30.2, 00:00:35, Ethernet0/0
155, Ethernet0/0
155, Ethernet0/0
:55, Ethernet0/0
155, Ethernet0/0
104, ethernet0/1
:04, ethernet0/1
:04, Ethernet0/1
155, Ethernet0/1
:55, Ethernet0/0
170/2048000] wvia 10.30.32.2, 00:00:35,

90,/3584000]
90/3584000]
90/3584000]
90/3584000]
90/3584000]
90/3584000]
90/3584000]
90/1536640]
90/1536640]

3 masks

04:05:58, Nullo

via 10.30.30.2, 00:51:55, Ethernet0/0
via 10.30.32.2, 00:51:55, Ethernet(0/1
via 10.30.30.2, 00:51:55, Ethernet0/0
via 10.30.32.2, 04:03:04, Ethernet0/1
via 10.30.32.2, 00:51:55, Ethernet(0/1
via 10.30.30.2, 00:51:55, Ethernet0/0

via
via
via
via
via
via
via
via
via

10.320.30.2, 00:
10.30.30.2, 00:
10.30.30.2, 00:
10.320.30.2, 00:
10.320.32.2, 04:
10.30.32.2, 04:
10.30.32.2, 04:
10.320.32.2, 00:
10.320.30.2, 00:

Ethernet0/1

[170/2048000] via 10.30.30.2, 00:00:35, Ethernet0/0

22.0.0.0/24 is subnetted, 2 subnets

22.31.1.0 [90/3584000] via 10.30.30.2, 00:51:55,
22.33.1.0 [90/1536640] via 10.30.32.2, 00:51:55,
[90,/1536640] via 10.30.30.2, 00:51:55,

Ethernet0/0
Ethernet0/1
Ethernet0/0
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R38 we can see all routes from Network

R38#show ip route rip

Codes: L - local, € - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NS5A external type 2
El - 0SPF external type 1, E2 - OSPF external type 2

i - I5-I5, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
ia - IS-IS inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route, H — NHRP, 1 - LISP

a - application route

+ - replicated route, % - next hop override

Gateway of last resort is not

set

10.0.0.0/8 is variably subnetted, 25 subnets, 3 masks
R 10.30.0.0/21 [120/1] via 10.30.38.1, 00:00:26, Ethernet0,/2
R 10.30.30.0/24 [120/1] via 10.30.38.1, 00:00:26, Ethernet0/2
R 10.30.31.0/24 [120/1] via 10.30.38.1, 00:00:26, Ethernet0/2
R 10.30.32.0/24 [120/1] via 10.30.38.1, 00:00:26, Ethernet0/2
R 10.30.33.0/24 [120/1] via 10.30.38.1, 00:00:26, Ethernet0/2
R 10.30.35.0/24 [120/1] via 10.30.38.1, 00:00:26, Ethernet0/2
R 10.30.36.0/24 [120/1] via 10.30.38.1, 00:00:26, Ethernet(/2
R 10.30.37.0/24 [120/1] via 10.30.38.1, 00:00:26, Ethernet0/2
R 10.31.1.0/24 [120/1] via 10.30.38.1, 00:00:26, Ethernet0,2
R 10.31.2.0/24 [120/1] via 10.30.38.1, 00:00:26, Ethernet0/2
R 10.31.3.0/24 [120/1] via 10.30.38.1, 00:00:26, Ethernet0,2
R 10.31.4.0/24 [120/1] via 10.30.38.1, 00:00:26, Ethernet0,2
R 10.32.1.0/24 [120/1] wvia 10.30.38.1, 00:00:26, Ethernet0,/2
R 10.32.2.0/24 [120/1] via 10.30.38.1, 00:00:26, Ethernet0,2
R 10.32.3.0/24 [120/1] via 10.30.38.1, 00:00:26, Ethernet0,2
R 10.33.0.0/21 [120/1] via 10.30.38.1, 00:00:26, Ethernet0/2
R 10.33.1.0/24 [120/1] via 10.30.38.1, 00:00:26, Ethernet0,2
R 10.33.2.0/24 [120/1] via 10.30.38.1, 00:00:26, Ethernet0,2
R 10.33.3.0/24 [120/1] via 10.30.38.1, 00:00:26, Ethernet0,2
20.0.0.0/24 is subnetted, 1 subnets
R 20.30.1.0 [120/1] via 10.30.38.1, 00:00:26, Ethernet(,/2
22.0.0.0/24 is subnetted, 2 subnets
R 22.31.1.0 [120/1] via 10.30.38.1, 00:00:26, Ethernet0/2
R 22.33.1.0 [120/1] via 10.30.38.1, 00:00:26, Ethernet0/2
100.0.0.0/8 is variably subnetted, 4 subnets, 4 masks
R 100.1.1.0/25 [120/1] via 10.30.38.1, 00:00:26, Ethernet0,/2
R 100.1.2.0/26 [120/1] wvia 10.30.38.1, 00:00:26, Ethernet0,/2
R 100.1.3.0/27 [120/1] via 10.30.38.1, 00:00:26, Ethernet0,/2
R 100.1.4.0/29 [120/1] via 10.30.38.1, 00:00:26, Ethernet0,/2
R

38#

EIGRP helpful commands

show running-config eigrp

Displays EIGRP running configuration information.

show ip eigrp topology

command to determine Diffusing Update Algorithm (DUAL) states and to
debug possible DUAL problems.

show ip eigrp topology all-

links

all the entries in the EIGRP topology table

show ip eigrp topology detail-

links

display the detailed information for all entries in the EIGRP topology table:

show ip eigrp topology
summary

display a summary of the topology table:

show ip eigrp topology active

how to display the active entries in the topology table

show ip eigrp topology zero-

successors

display zero-successors in the topology table:

show ip eigrp topology
pending

display pending entries:
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2.6 OSPF [v2 and v3]
https://www.cisco.com/c/en/us/support/docs/ip/open-shortest-path-first-ospf/7039-1.html#t6

OSPF in brief

With OSPF, there is no limitation on the hop count.
The intelligent use of VLSM is very useful in IP address allocation.

OSPF uses IP multicast to send link-state updates. This ensures less processing on routers that are not listening

to OSPF packets. Also, updates are only sent in case routing changes occur instead of periodically. This ensures
a better use of bandwidth.

OSPF has better convergence than RIP. This is because routing changes are propagated instantaneously and not
periodically.

OSPF allows for better load balancing.

OSPF allows for a logical definition of networks where routers can be divided into areas. This limits the
explosion of link state updates over the whole network. This also provides a mechanism for aggregating routes
and cutting down on the unnecessary propagation of subnet information.

OSPF allows for routing authentication by using different methods of password authentication.

OSPF allows for the transfer and tagging of external routes injected into an Autonomous System. This keeps
track of external routes injected by exterior protocols such as BGP.

Areas and Border Routers - In the Lab diagram show R35 and R36 are ABR, R30 and R31 act as ASBR

Inter-Area
Intra-Area Routes
Loopback Routes Loopback (summary
10,43,0.0/24 10.44.0.024 routes)
10.43.1.024 10.44.1.024
) PO ol omed .
Loopback 172.16.41.024" M 172.16.42.012 Loopback
10.41.0.0/24 | :;:drn?-ﬁ’l ----------------- - n - 10.42.0.0724
10.41.1.0/24 é_{, .- 192.164.41.024 % n 10.42.1.0724
10412024 | I =9 10.42.2,024
10,41.3.024 5 Area 0 10.42.3.024
10.41.4.024 1,7 ‘—‘[ v, 10422024  Backbone
Loopback {vsz 168.35.0724 BB - CCIE 192.168 -"7 034} | copback Area 0
10380024 1 L 5 =y ) 10380024
10351024 | N T OSPF T 7 | 10.36.1.0024
10.38.2.024 & 10.36.2.024
10.35.3.024 '¢

192.168.36.0/24 10.36.2.0124

10354024 | \ ==
°10.30.36.0/24°

.~ \
Loopback s\‘.z,
10.301.024 | S 10.30.30.0:24
10.30,2.024 =
10.30.3.024

10.31.1.024
10.31.2.024

ABR

10,30.22.0/24 BB - CCIE 10.30.31.0724 ASBR

L EIGRP J
External & =)
. [ |

Routes Loopback = = Loopback
1032.1.024 | BB —G = »-—6 10.33.1.024

e Iy Iy
10.32.2.024 =, 10.30,33.0124 o 10.33.2.024
103230024 | &3 = 10.33.2.024
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2.6.a Describe packet types
2.6.a[i] LSAtypes (1, 2, 3,4,5, 7, 9]
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Inter-Area
Intra-Area Routes
Type3 Loopback Routes Loopback (summary
Summary 10.43.0.024 10.44.0,024 routes)
10.43.1.024 10.44.1.024
LS L e §
\J ~3 -~
’ .a’ &;n\
¢ > ’ N ~
Loopback 172.16.41.024" M7216.42072 Loopback
10,410,024 :_,_.\.-u;o'/ PO IR oty LT e Pt 10.42.0.0:24
10.41,1.024 ’ L e%s 192.964.41,0124 =~ - 10.42.1.0124
10.41.2.024 % 10.42.2.024
10.41.3.024 Area 0 10.42.3.024
10414024 |, Type 1—Router LSA [ '\l 10424024 Backbone
Loopback 'I'” 164.25.0024 192.180.48. 0‘“' Loopback Area0
A porely Type2 BB -CCIE 1 e
0360024 'y o @y ) 10.36.0.024
10.35.0.024 | NetworkISA __QSPF— 10.36.1.0/24
10.35.2.024 e 10.36.2.024
10.353.024 | *% NG 192,168,35.0/24
10384024 (8 @ Sl T -
£.10.30.35.0:24"
< \
Loopback 'y () D
10.30.1.024 | % 10.30.30,0/24 10.31.1.0724 ABR

1030204
10.30.3 0124

10312024
3.024

BB - CCIE ASBR

10 1(1'320[-1 10.30.31.0024
' EIGRP I
External ) )
Routes Loopback [ I Leoy
phack
10321024 | — e | 10331024
10.32.2.0124 ity 10.30.33.024 s 10.33.2.024
10323024 (el ‘ 10.33.3.0724
LSA type 1

Router LSA: the router advertises its presence along with the links to other routers or networks and their
metrics within the same area. Type 1 LSAs are flooded only in their own area. The originating router provides
the link state id for type 1 link state advertisements.

LSA type 2

Network LSA: the DR of a broadcast segment lists the routers joined by the segment. Type 2LSAs are flooded
only in their own area. the link state id is the ip interface address of the DR.

LSA type 3

Summary Network LSA: originated from an ABR to advertise the subnets in an area to routers outside that area.
When an ABR receives a Typel or 2 LSA, it generates a Type 3 LSA for the networks learned from the Type 1 or 2
LSA to other areas. the link state id is the ip address of the subnet/s being advertised.

LSA type 4

Summary ASBR LSA: similar to type 3, however, it advertises a host route used to reach the ASBR. the link state
id is the RID of the ASBR. not flooded to stub areas.

LSA TYPE 5

External: as the name implies, type 5 LSA’s contain information about other routing processes being imported to
OSPF. the link state id is the external network number. not flooded to stub areas.

LSA type 7

NSSA: creates a special type of link-state advertisement, which can only exist in an NSSA area. An NSSA ASBR

generates this LSA and an NSSA ABR translates it into a type 5 LSA, which gets propagated into the OSPF domain.
LSA type 9

Link-local Opaque: for OSPFv2, and Intra-Area-Prefix LSA for OSPFv3. It is the OSPFv3 LSA that contains prefixes
for stub and transit networks in the link-state ID.
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2.6.a [ii] Route types [N1, N2, E1, E2]

Intra-Area (O)
Inter-Area (O IA)
External Type 1 (E1)
External Type 2 (E2)
NSSA Type 1 (N1)
NSSA Type 2 (N2)

o Type-1....RoULEr LSA ...ttt Intra-Area.......cccceeeuuneee. (0)

o Type-2.....Network LSA(Learned from a DR) .................. Intra-Area.................... (0)

o Type-3....5ummary LSA.......ccoeriiiieeeee et Inter-Area......cccoeeueeenee. (O 1A)

. Type-5.....External LSA........cccoeeoeeieieeciee et External......cccceeeeuneeeee. (E1 or E2)
o Type-7.....NSSA External LSA.........ccoovvevieeecieeeieeeeieee NSSA External............. (N1 or N2)

OSPF has enough information to select the best path in this order:

Intra-Area

Inter-Area

E1 or N1 (determined by metric - if equal E1 is chosen)

E2 or N2 (determined by forward metric - if equal E2 is chosen)

PwnNPE

2.6.b Implement and troubleshoot neighbor relationship.
When OSPF adjacency is formed, a router goes through several state changes before it becomes fully adjacent
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with its neighbor. Those states are :

Down
Attempt
Init
2-Way
Exstart
Exchange
Loading
Full

Down
This is the first OSPF neighbor state. It means that no information (hellos) has been received from this neighbor,
but hello packets can still be sent to the neighbor in this state.

During the fully adjacent neighbor state, if a router doesn't receive hello packet from a neighbor within the
RouterDeadInterval time (RouterDeadInterval = 4*HelloIlnterval by default) or if the manually configured
neighbor is being removed from the configuration, then the neighbor state changes from Full to Down.

Attempt

This state is only valid for manually configured neighbors in an NBMA environment. In Attempt state, the router
sends unicast hello packets every poll interval to the neighbor, from which hellos have not been received within
the dead interval.

Init

This state specifies that the router has received a hello packet from its neighbor, but the receiving router's ID
was not included in the hello packet. When a router receives a hello packet from a neighbor, it should list the
sender's router ID in its hello packet as an acknowledgment that it received a valid hello packet.

2-Way

This state designates that bi-directional communication has been established between two routers. Bi-
directional means that each router has seen the other's hello packet. This state is attained when the router
receiving the hello packet sees its own Router ID within the received hello packet's neighbor field. At this state, a
router decides whether to become adjacent with this neighbor. On broadcast media and non-broadcast
multiaccess networks, a router becomes full only with the designated router (DR) and the backup designated
router (BDR); it stays in the 2-way state with all other neighbors. On Point-to-point and Point-to-multipoint
networks, a router becomes full with all connected routers.

At the end of this stage, the DR and BDR for broadcast and non-broadcast multiacess networks are elected. For
more information on the DR election process, refer to DR Election.

Note: Receiving a Database Descriptor (DBD) packet from a neighbor in the init state will also a cause a

transition to 2-way state.
Exstart

Once the DR and BDR are elected, the actual process of exchanging link state information can start between the
routers and their DR and BDR.

In this state, the routers and their DR and BDR establish a master-slave relationship and choose the initial
sequence number for adjacency formation. The router with the higher router ID becomes the master and starts
the exchange, and as such, is the only router that can increment the sequence number. Note that one would


https://www.cisco.com/en/US/tech/tk365/technologies_white_paper09186a0080094e9e.shtml
https://www.cisco.com/c/en/us/support/docs/ip/open-shortest-path-first-ospf/13685-13.html#full
https://www.cisco.com/en/US/tech/tk365/technologies_white_paper09186a0080094e9e.shtml#t21
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logically conclude that the DR/BDR with the highest router ID will become the master during this process of
master-slave relation. Remember that the DR/BDR election might be purely by virtue of a higher priority
configured on the router instead of highest router ID. Thus, it is possible that a DR plays the role of slave. And

also note that master/slave election is on a per-neighbor basis.

Exchange

In the exchange state, OSPF routers exchange database descriptor (DBD) packets. Database descriptors contain
link-state advertisement (LSA) headers only and describe the contents of the entire link-state database. Each
DBD packet has a sequence number which can be incremented only by master which is explicitly acknowledged
by slave. Routers also send link-state request packets and link-state update packets (which contain the entire
LSA) in this state. The contents of the DBD received are compared to the information contained in the routers
link-state database to check if new or more current link-state information is available with the neighbor.

Loading

In this state, the actual exchange of link state information occurs. Based on the information provided by the
DBDs, routers send link-state request packets. The neighbor then provides the requested link-state information
in link-state update packets. During the adjacency, if a router receives an outdated or missing LSA, it requests

that LSA by sending a link-state request packet. All link-state update packets are acknowledged.
Full

In this state, routers are fully adjacent with each other. All the router and network LSAs are exchanged and the
routers' databases are fully synchronized.

Full is the normal state for an OSPF router. If a router is stuck in another state, it is an indication that there are
problems in forming adjacencies. The only exception to this is the 2-way state, which is normal in a broadcast
network. Routers achieve the FULL state with their DR and BDR in NBMA/broadcast media and FULL state with
every neighbor in the remaining media such as point-to-point and point-to-multipoint.

Note: The DR and BDR that achieve FULL state with every router on the segment will display FULL/DROTHER
when you enter the show ip ospf neighbor command on either a DR or BDR. This simply means that the
neighbor is not a DR or BDR, but since the router on which the command was entered is either a DR or BDR, this
shows the neighbor as FULL/DROTHER.

2.6.c Implement and troubleshoot OSPFv3 address-family support
2.6.c [i] IPv4 address-family
2.6.c [ii] IPv6 address-family

2.6.d Implement and troubleshoot network types, area types and router types

Wireshark capture for OSPF neighbour forming.
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2.6.d [i] Point-to-point, multipoint, broadcast, non-broadcast
BROADCAST:

-Default on mulit-access broadcast medias
- Ethernet, Token Ring, & FDDI
-Sends hellos and updates as multicast
-224.0.0.5 (ALL SPF Routers)
-224.0.0.6 (ALL DRouters)
Note: Both of these multicast addresses are going to use the OSPF transport protocol 89

Performs Designated Routerd (DR) and Backup Designated Router (BDR) Elections.

DR and BDR — are used for two things.

1 — It will cut down on the number of adjacencies and LSA flooding

2 —Is for the extra recursive step in the database for building the graph of the network in side and individual
area.

DR / BDR chosen through election process -Election bases on two fields in the Hello packet.

Routers priority,

from 0 — 255

Higher is better

0 = never. (Set ip ospf priority to 0 at the link level)
If there is a tie — then use

Router-ID

Highest loopback / Interface IP

Can be statically set (best practice to statically set)

Higher is better.

Now we configure R35 R36 R41 and R42 and verify the DR BDR

B35#show run | s r o
router ospf 1

router-id 10.35.1.1
passive-interface default

no passive-interface Ethernet0/0

no passive-interface Ethernet0/1
network 10.35.1.1 0.0.0.0 area 0
network 192.168.35.0 0.0.0.255 area 0
ﬂepﬂurk 192.168.36.0 0.0.0.255 area 0
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O5PF-1 ADJ LoQ: Interface going Up

OS5PF-1 RDJ Et0/1: Interface going Up

OS5PF-1 ADJ Et0/0: Interface going Up

OS5PF-1 RDJ Et0/0: 2 Way Communication to 10.36.1.1, state 2ZWAY

OS5PF-1 RDJ Et0/0: Backup seen event before WAIT timer

OSFF-1 BDJ Et0/0: DR/BDR election

O5PF-1 ADJ Et0/0: Elect BDR 10.35.1.1

O5PF-1 ADJ Et0/0: Elect DR 10.36.1.1

OSFF-1 RDJ Et0/0: Elect BDR 10.35.1.1

O5PF-1 ADJ Et0/0: Elect DR 10.36.1.1

OSPF-1 RDJ Et0/0: DR: 10.36.1.1 (Id) BDR: 10.35.1.1 (Id

OS5PF-1 RDJ Et0/0: Nbr 10.36.1.1: Prepare dbase exchange

OS5PF-1 RDJ Et0/0: Send DBD to 10.36.1.1 seq 0x16E7 opt 0x52 flag 0x7 len 32

OS5PF-1 ADJ Et0/1: 2 Way Communication to 10.41.1.1, =sState 2ZWAY

OS5PF-1 RDJ Et0/1: Backup seen event before WAIT timer

O5PF-1 ADJ Et0/1: DR/BDR election

OSFF-1 BDJ Et0/1: Elect BDR 10.35.1.1

O5PF-1 ADJ Et0/1: Elect DR 10.41.1.1

O5PF-1 ADJ Et0/1: Elect BDR 10.35.1.1

O5PF-1 ADJ Et0/1: Elect DR 10.41.1.1

O5PF-1 ADJ Et0/1: DR: 10.41.1.1 (Id) BDR: 10.35.1.1 (Id

0OS5PF-1 ADJ Et0/1l: Nbr 10.41.1.1: Prepare dbase exchange

OS5PF-1 RDJ Et0/1: Send DBD to 10.41.1.1 seq Ox1FAE opt 0x52 flag 0x7 len 32

OS5PF-1 RDJ Et0/0: Rcv DBD from 10.36.1.1 seq 0x181B opt 0x52 flag 0x7 len 32 mtu 1500 state EXSTART
OS5PF-1 ADJ Et0/0: NBR Negotiation Done. We are the SLAVE

OS5PF-1 RDJ Et0/0: Nbr 10.36.1.1: Summary list built, size 0

OS5PF-1 RDJ Et0/0: Send DBD to 10.36.1.1 seq 0x181B opt 0x52 flag 0x0 len 32

OS5PF-1 ADJ Et0/1: Rcv DBD from 10.41.1.1 seqg Ox11Aa1 opt 0x52 flag 0x7 len 32 mtu 1500 state EXSTART
OS5PF-1 RDJ Et0/1: NBR Negotiation Done. We are the SLAVE

OS5PF-1 RDJ Et0/1: Nbr 10.41.1.1: Summary list built, size 0

O5PF-1 ADJ Et0/1: Send DBD to 10.41.1.1 seq 0x11Al opt 0x52 flag Ox0 len 32

OS5PF-1 RDJ Et0/0: Rcv DBD from 10.36.1.1 seq O0x181C opt 0x52 flag 0xl len 172 mtu 1500 state EXCHANGE
0OS5PF-1 ADJ Et0/0: Exchange Done with 10.36.1.1

O5PF-1 ADJ Et0/0: Send L5 REQ to 10.36.1.1 length 108 L5& count 7

OS5PF-1 RDJ Et0/0: Send DBD to 10.36.1.1 seq 0x18B1C opt 0x52 flag 0Ox0 len 32

OSPF-1 ADJ Et0/1: Rcv DBD from 10.41.1.1 seq Ox11A2 opt 0x52 flag Oxl len 172 mtu 1500 state EXCHANGE
OS5PF-1 RDJ Et0/1: Exchange Done with 10.41.1.1

O5PF-1 ADJ Et0/1: Send L5 REQ to 10.41.1.1 length 108 LS54 count 7

OS5PF-1 ADJ Et0/1: Send DBD to 10.41.1.1 seq Ox11A2 opt 0x52 flag 0Ox0 len 32

O5PF-1 ADJ Et0/0: Rcv L5 UPD from 10.36.1.1 length 336 LSA count 7

OSPF-1 ADJ Et0/1l: Synchronized with 10.41.1.1, state FULL

$05PF-5-ADJCHG: Process 1, Nbr 10.41.1.1 on Ethernet0/1 from LOADING to FULL, Loading Done
OS5PF-1 RDJ Et0/0: Synchronized with 10.36.1.1, state FULL

$05PF-5-ADJCHG: Processz 1, Nbr 10.36.1.1 on Ethernet0/0 from LOADING to FULL, Loading Done
OSPF-1 ADJ Et0/0: Neighbor change event

O5PF-1 ADJ Et0/0: DR/BDR election

OSPF-1 RDJ Et0/0: Elect BDR 10.35.1.1

O5PF-1 ADJ Et0/0: Elect DR 10.36.1.1

OS5PF-1 &ADJ Et0/0: DR: 10.36.1.1 (Id) BDR: 10.35.1.1 (Id)

Q5PF-1 ADJ Et0/1l: Neighbor change event

O5PF-1 ADJ Et0/1: DR/BDR election

OSPF-1 RDJ Et0/1: Elect BDR 10.35.1.1

O5PF-1 ADJ Et0/1: Elect DR 10.41.1.1

O5PF-1 &ADJ Et0/f1: DR: 10.41.1.1 (Id) BDR: 10.35.1.1 (Id

We can see R35 become BDR for R41 and R36

R35#show ip ospf neighbor

Neighbor ID Pri state Dead Time  Address Interface
10.41.1.1 1 FULL /DR 00:00:32 192.168.35.2 Ethernet0/1
10.36.1.1 1 FULL /DR 00:00:31 192.168.36.2 Ethernet0/0

rR355]

Confirm from R36 as DR
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R36#show ip ospf interface ethernet 0/1
Ethernet0/1 is wp, Tline protocol is up
Internet Address 192.168.42.2/24, area 0, Aattached wvia Network statement
Process ID 1, Router ID 10.36.1.1, Network Type BROADCAST, Cost: 10
Topology-MTID Cost Disabled shutdown Topology Name
0 10 no no Base
Transmit Delay is 1 sec, State DR, Priority 1
Designated Router (ID) 10.36.1.1, Interface address 192.168.42. 2
Backup Designated router (ID) 10.42.1.1, Interface address 192.168.42.1
Timer intervals configured, Hello 10, Dead 40, wait 40, Retransmit 5
oob-resync timeout 40
Hello due in 00:00:00
supports Link-Tocal signaling (LLS)
Cisco NSF helper support enabled
IETF NSF he1qer support enabled
Index 2/2, flood queue length 0
Next O0x0(0)/0x0{0)
Last flood scan length is 1, maximum is 2
Last flood scan time is 0 msec, maximum is 1 msec
Heighhur Count is 1, Adjacent neighbor count is 1
Adjacent with neighbor 10.42.1.1 (Backup Designated Router)
suppress hello for 0 neighbor(s)

NON-BROADCAST:

Default on multipoint and NBMA medias.
--Frame Relay & ATM — tyoe non-broadcast.

Sends hellos as unicast
-manually defines addresses with neighbour command
-performs DR and BDR elections

This means that we need to make sure the hubs are the DR’s and we need to configure under the process the
manually defined address with the “neighbour” command.

To specify the DR election we basically just tell the spokes not to become the DR or BDR. By setting the priority
to 0.
Again then who is elected the DR is who's process loads first.

Ex:

R(config)#interface serial 0/0

R(config-if)#ip ospf priority 0 ?

We would then need to manually configure the neighbours under the process

Note: the Neighbour commands are only required on the DR and BDR. Once the spokes hello’s come in, they will

respond to originated them.

R(config)#router ospf 1
R(config-router)#neighbor x.x.x.x

Note: The default behaviour of the network type broadcast or non-broadcast — the DR is not updating the next-
hop value for any link state updates coming from the DROthers.

OSPF point-to-point:
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e Automatic neighbor discovery so no need to configure OSPF neighbors yourself.

e No DR/BDR election since OSPF sees the network as a collection of point-to-point links.
e Normally uses for point-to-point sub-interfaces with an IP subnet per link.

e Can also be used with multiple PVCs using only one subnet.

Now we configure R36 and R41 Point to Point interface. And verify the output.

interface Ethernet0/1

ip address 192.168.42.2 255.255.255.0
ip ospf network point-to-point

1

R36#show ip ospf interface ethernet 0/1
Ethernet0/1 is wp, Tine protocol is up
Internet Address 192.168.42.2/24, Area 0, Attached via Network Statement
Process ID 1, Router ID 10.36.1.1, Network Type POINT_TO_POINT, Cost: 10
Topology-MTID Cost Disabled Shutdown Topology Name
0 10 no no Base
Transmit Delay 15 1 sec, State POINT_TO_POINT
Timer intervals configured, Hello 10, Dead 40, wait 40, Retransmit 5
oob-resync timeout 40
Hello due in 00:00:00
supports Link-Tocal signaling (LLS)
Cisco NSF helper support enabled
IETF NSF he1?er support enabled
Index 2/2, flood queue length 0
Next O0x0(0)/0x0{0)
Last flood scan length is 1, maximum is 2
Last flood scan time is 0 msec, maximum is 1 msec
Neighbor Count is 1, Adjacent neighbor count is 1
Adjacent with neighbor 10.42.1.1
Suppress hello for 0 neighbor(s)

—_

Here is the debug of election process and neighours.

R36#
0SPF-1 ADJ Et0/1: Rcv DBED from 10.42.1.1 seq Ox12e0 opt 0x52 flag Ox7 len 32 mtu 1500 state INIT
0SPF-1 ADJ Et0/1: 2 way Communication to 10.42.1.1, state 2WAY
0SPF-1 ADJ Et0/1: Nbr 10.42.1.1: pPrepare dbase exchange
0SPF-1 ADJ Et0/1: Send DED to 10.42.1.1 seq 0Ox851 opt 0x52 flag Ox7 len 32
OSPF-1 ADJ Et0/1: NBR Negotiation Done. We are the SLAVE
0SPF-1 ADJ Et0/1: Nbr 10.42.1.1: Summary 1ist built, size 7
OSPF-1 AD] Et0/1: Send DBED to 10.42.1.1 seq Ox12E0 opt 0x52 flag 0x2 Ten 172
OSPF-1 ADJ Et0/1: Rcv DBED from 10.42.1.1 seq Ox12E1 opt 0x52 flag Ox1 len 172 wmitu 1500 state EXCHANGE
0SPF-1 ADJ Et0/1: Exchange Done with 10.42.1.1
0SPF-1 ADJ Et0/1: Synchronized with 10.42.1.1, state FULL
Process 1, Nbr 10.42.1.1 on Ethernet0/1 from LOADING to FULL, Loading Done
R36#
OSPF-1 ADJ Et0/1: Send DBED to 10.42.1.1 seq Ox12E1l opt 0x52 flag Ox0 len 32
R36#show ip ospf neighbor

Neighbor ID Pri State Dead Time  Address Interface
10.42.1.1 0  FULL/ - 00:00:30 192.168.42.1 Ethernet0/1
10.35.1.1 1  FULL/BDR 00:00:38 192.168.36.1 Ethernet0/0

OSPF Network Type Point-to-Multipoint: (this will be done testing DMVPN)

#ip ospf network point-to-multipoint

-treats network as a an underlying collection of point-to-point links
-Sends hellos as multicast 224.0.0.5

- Special next hop processing

- Usually the best design option for partial mesh NBMA Networks
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Point-to-Multipoint - You always chose you closest layer 2 neighbour on the circuit for any routing information
that is received. The Next Hop values WILL BE CHANGED.

Point-to-  |Point-to- Point-
Multipoint rvlultipoint to-
Monbroadcast|Broadcast)NonbroadcastBroadcast/Point
DR/BDR Yes Mo (o] Yes Mo
|dentify Yes Mo Yes Mo No
Meighbor?
Timer Intervals [30/120 30120 30120 10040 10/40
(Hello/Dead)
RFC 2328 or |RFC RFC Cisco Cisco Cisco
(Cisco
MNetwork Full mesh Ay Ay Full mesh [Point-
Supported to-paoint

OSPF Authentication:

OSPF supports 3 types of authentication
-0 = Null (Default)

-1 = Clear Text

-2 =MD5

Can be enabled
-On all links in the area
-On a per link basis

Key —is always applied at the link level
-Virtual-Links are Area0 interfaces

Now we configured R35 and R41 connected interface Clear Text authentication.
R35 and R36 MD5 authentication and verify

R35 R41

imerface ethernet(/1 interface ethernetd/1

ip address 192.168.35.1 255.255.255.0 ip address 192.168.35.2 255.255.255.0
ip ospf authentication ip ospf authentication

e ospf BBANDI1Z ip ospf BBANDI1Z
! !

R35 R36

interface Ethernet0/0 inmterface Ethernet0/0

ip address 192.168.36.1 255.255.255.0 ip address 192.168.36.2 255.255.255.0
ip ospf authentication message-digest ip ospf authentication message-digest
ip ospf 1°md5 BB123 | ip ospf 1 md5 BB123
! : - . .

Check the Debug, if it shows Auth 1 means clear text, Auth 2 means MD5
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Clear Text Authentication debug

R35#show ip ospf interface ethernet 0/1
Ethernet0/1 is up, line protocol is up
Internet Address 192.168.35.1/24, area 0, Attached via Network Statement
Process ID 1, Router ID 10.35.1.1, Network Type BROADCAST, Cost: 10
Topology-MTID Cost isabled shutdown Topology Name
0 10 no no Base
Transmit Delay is 1 sec, State BDR, Priority 1
Designated rRouter (ID) 10.41.1.1, Interface address 192.168.35.2
Backup Designated router (ID) 10.35.1.1, Interface address 192.168.35.1
Timer intervals configured, Hello 10, Dead 40, wait 40, Retransmit 5
oob-resync timeout 40
Hello due in 00:00:03
supports Link-Tocal signaling (LLS)
Cisco NSF helper support enabled
IETF NSF he1qer support enabled
Index 2/2, flood queue Tength O
Next Ox0(0)/0x0{0)
Last flood scan length is 1, maximum is 1
Last flood scan time is 0 msec, maximum is 1 msec
Neighbor Count is 1, Adjacent neighbor count is 1
Adjacent with neighbor 10.41.1.1 (Designated Router)
suppress hello for 0 neighbor(s)
Simple password authentication enabled

OSPF-1 PAK @ rcv. v:2 ©:5 1:64 rid:10.35.1.1 aid:0.0.0.0 chk:770B aut:1 auk: from Etherne

OSPF-1 PAK @ rcv. v:2 ©:5 1:84 rid:10.42.1.1 aid:0.0.0.0 chk:4DA0 aut:0 auk: from Etherne

Md5 Authentication:

R3I6#Fshow ip osplh imtertace ethernet 0/0
Ethernet0/0 is wup, Tine protocol is up
Internet Address 192.168.36.2/24, Area 0, Attached via MNetwork Statement
Process ID 1, Router ID 10.36.1.1, Network Type BROADCAST, Cost: 10
Topology-MTID Cost Disabled shutdown Topology Name
0 10 no no Base
Transmit Delay is 1 sec, State DR, Priority 1
Designated Router (ID) 10.36.1.1, Interface address 192.168.36.2
Backup Designated router (ID) 10.35.1.1, Interface address 192.168.36.1
Timer intervals configured, Hello 10, Dead 40, wait 40, Retransmit 5
oob-resync timeout 40
Hello due in 00:00:06
Supports Link-Tlocal Signaling (LLS)
Cisco NSF helper support enabled
IETF W5SF helper support enabled
Index 3/3, F%uad queue length 0
Next O0x0{0)/0x0{0)
Last flood scan length is 2, maximum is 2
Last flood scan time is 0 msec, maximum is 1 msec
Heighbur Count is 1, adjacent neighbor count is 1
Adjacent with neighbor 10.35.1.1 (Backup Designated Router)
Suppress hello for O neighbor(s)
Cryptographic authentication enabled
youngest key id s 1

rid:10.36.1.1 aid:0.0.0.0 chk:0 aut:2 keyid:1 seq:0x50447C20 from Ethernet0/0
rid:10.36.1.1 aid:0.0.0.0 chk:0 aut:2 keyid:1 seq:0x50447C20 from Ethernet0/0
rid:10.36.1.1 aid:0.0.0.0 chk:0 aut:2 keyid:1 seq:0x50447C20 from Ethernet0/0
? rid:10.36.1.1 aid:0.0.0.0 chk:0 aut:2 keyid:1 seq:0x5D447C20 from Ethernet0,/0

d:
d:
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Internal Summarisation:

OSPF area require the same copy of the database to compute correct SPF, filtering or summarization of routes in
the database can only occur between areas or domains, not within an area. The below configuration
illustrates how an Intra-Area Summary Network LSA (LSA 3) can be summarized as it is originated by an ABR.

From R43 area 20 we will summarise to Area 0

router ospf 1

router-id 10.41.1.1

area 20 range 10.43.0.0 255.255.252.0
passive-interface default

no passive-interface Ethernet0/0

no passive-interface Ethernet0/1

no passive-imterface Ethernetl/2
network 10.41.1.1 0.0.0.0 area 0
network 172.16.41.0 0.0.0.255 area 20
network 192.168.35.0 0.0.0.255 area 0
network 192.168.41.0 0.0.0.255 area 0

Verify on other routers for the same.

R30#show ip route | in 10.43
D EX 10.43.0.0/22 [109/307200] wvia 10.30.30.2, 00:05:00, Ethernetd/0
R3304

OSPF External Summarization:

External OSPF summarization is configured at the redistribution point between routing domains with the
summary-address command. These summaries inherit their attributes from the subnets that make them up. For
example, a summary comprised of External Type-1 routes will result in an External Type-1 summary.

The metric-type 1 command is set at the time of redistribution instead of on the summary itself.

External Type-2 OSPF routes, which are the default, do not install the end-to-end metric in the routing table.
Instead, only the metric that was reported via the ASBR is installed. The actual routing path is

determined by the addition of the reported metric and the metric toward the ASBR, which is called the forward
metric

On our topology R30 and R31 are ASBR we summarise the address and check on R42 for verification.

router ospf 1

router-id 10.30.1.1

summary-address 10.32.0.0 255.255.252.0
redistribute eigrp 200 subnets
passive-interface default

no passive-interface Ethernet(/2
network 10.30.35.0 0.0.0.255 area 0

Verification

R4Z2#show ip route | in 10.32

0 EZ2 10.32.0.0/22 [110/20] via 192.168.42.2, 2d21h, ethernet0/1
rR42#j
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—————— == =y == L—— =

R4Z2#show ip route 10.32.0.0
Routing entry for 10.32.0.0/22

kKnown via "ospf 1", distance 110, metric 20, type extern 2, forward metric 20

Last update from 192.168.42.2 on Ethernet0/1, 2d21h ago

Routing Descriptor Blocks:

®= 192_.168.42.2, from 10.31.1.1, 2d21h ago, via Ethernetd/1

Route metric is 20, traffic share count is 1

r42:

JEE— . e f—m g iy e P —_

Inter-area Filtering:

OSPF uses LSA type 3 for inter-area prefixes and if you want, you can filter these between OSPF areas. Since you
can only filter between areas you’ll have to configure this on the ABR. Filtering is

possible inbound or outbound an area by using the area filter-list command

R43 have area 40, so let filter 10.44.0.0/23 network going out to Area 0

Before doing let’s check the routing on R36 about 10.40.x.x network

R36#show ip route | in 10.44

0 IA 10.44.1.0/24 [110/21] via 192.168.42.1, 4d22h, Ethernet0d/1
0 IA_ 10.44.2.0/24 [110/21] wvia 192.168.42.1, 4d22h, Ethernetd/1

Now we create a prefix list and apply to ospf.

router ospf 1

router-id 10.42.1.1

area 40 filter-list prefix 44-NET-OUT out
passive-interface default

no passive-interface Ethernet0/0

no passive-interface Ethernet0/1

no passive-inmterface Ethernet0/2
network 10.42.1.1 0.0.0.0 area 0
network 172.16.42.0 0.0.0.255 area 40
network 192.168.41.0 0.0.0.255 area 0
network 192.168.42.0 0.0.0.255 area 0
1
router rip

version 2

passive-interface default

no passive-interface Ethernet0/3
network 192.168.45.0

no auto-summary

e -

ip forward-protocol nd

no ip http server
no ip http secure-server
I

prefix-1ist 44-NET-OUT seq 5 deny 10.44.1.0/24
prefix-1ist 44-NET-OUT seq 10 deny 10.44.2.0/24
prefix-1ist 44-NET-OUT seq 15 permit 0.0.0.0/0 Te 32

[ T Ry TR
sy |

Check now on R36 (none were found to display)

R36#show ip route | in 10.44
R36#
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2.6.d [ii] LSA types, area type: backbone, normal, transit, stub, NSSA, totally stub
LSA Types: OSPF uses a LSDB (link state database) and fills this with LSAs (link state advertisement). Instead
of using 1 LSA packet OSPF has many different types of LSAs:

https://blog.ine.com/2009/08/17/ospf-route-filtering-demystified

LSA Type 1: Router LSA

Each router within the area will flood a type 1 router LSA within the area. In this LSA you will find a list with all
the directly connected links of this router. How do we identify a link?

o The IP prefix on an interface.

o Thelink type. There are 4 different link types:

R35¢show I1p ospl database router
OosFF mowter with I0 (10.35.1.1) (Process 1o 1)
nouter Link states (area 0)

LS age ’}r. = i
Ooptions: (No Tos»t.?.lb Ly, DC)
&. Type: Router Lirks .
Link State ID: 10.35.1.1
Advertising fouter: 10.35.1.1

LS Seq Nuwber 0000051
Checksum: Ox5B8EE

Length: 60

Area Border Mouter

Nusber of Links: 3

Link comnectead to: a Stub Network
(Lirk T0) Network/subnet nusber: 10.35.1.0
(Link Data) Network Mask: 255.2%5.25%%.0
susber of MTID metrics: 0
TOS O Metrics: 1

Lirk comnected to: a Tranait Network
(Link In) Designated fouter address: 192.168.35.2
(Link Data) mouter Interface address: 192,168, 35.1
sumber of NTID metrics: 0O
705 0 Metrics: 10

Link comected To! 3 Transit Network
(Link ID) Designated Mouter address: 192,108 36.2
(Link Data) ter Interface address: 192.168.36.1
sumber of MTID metrics: O
TOS O Metrics: 10

LSA Type 2: Network LSA

Validation LSA for the network connected.

In this LSA we will find all the routers that are connected to the multi-access network, the DR and of course the
prefix and subnet mask.

For the Point to Point both the neighbour need to validated sending extra LSA Type 1

Typel and Type 2 information only can be seen in the same Area, other area information will not show.
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RiS#shaw Tp ospl database network
0SPF Router with ID (10.35.1.1) (Process ID 1)
Net Link States (Area 0)

Routing 81t Set on this LSA in topology Base with NTID D
LS age: 534
oprions: (No TOS-capability, oC)
LS Type: Network Links
Link State ID: 192.168.35.2 (address of pesignated mouter)
Advertising Routor: 10.41.1.1
LS Seq Nunber: 30000007
Checksun: Ox6C9¢
Length: 32
NeTwork Mask: /24
Attached Router: 10.41.1.1
Attached Router; 10.35.1.1

Routing ait set this Lsa in topology Base with WTID 0
LS age: 671
options: (No TOS-capability, oC)
LS Type: Network Links
Lirk State ID: 192.168.36.2 (address of Designated mouter)
Advertising Router: 10.36.1.1
LS Seq number : 30000003
Checksun: 0x6581
Length: 32
Network Mask: /234
Attached mouter: 10.36.1.1
Attached mouter: 10.35.1.1

gouting 81t Set on this L%A 1n topology Base with NTID D
LS age: 1047
oprtions: (Mo TOS-capability, o)
LS Type: Network Links
Link State ID: 192.168.41.1 (address of pesignated mouter)
Advertising Router: 10.41.1.1
LS Seq Nunber: S0000045
checksum: Oxcns
Length: 32
Network mask: /24
Attached souter: 10.41.1.1
Artached mouter: 10.42.1.1

LSA Type 3: Summary LSA

Summary LSA done by ABR

The route will be appeared as O IA routes in the routing table.

This is not Summarisation, this LSA Summary.

You cannot do Summarisation area O ( or with in the area, since OSPF looking to see entire topology).
Summary possible to do on ABR.

R43#show ip ospf database summary
0SPF Router with ID (10.43.1.1) (Process ID 1)
summary Net Link States (area 20)

Routing Bit Set on this LSA in topology Base with MTID 0
LS age: 1320
options: (No ToS-capability, DC, Upward)
LS Type: Summary Links(Network)
Link State ID: 10.30.35.0 (summary Network Number)
Advertising Router: 10.41.1.1
LS Seq Number: 800000553
Checksum: OxBACO
Length: 28
Network Mask: /24
MTID: O Metric: 20

Routing Bit set on this LsA in topology Base with MTID 0
LS age: 1320

options: (No ToS-capability, DC, Upward)

LS Type: summary Links(Network)

Link State ID: 10.30.36.0 (summary Network Number)
Advertising Router: 10.41.1.1

LS Seq Number: S0000055

Checksum: OxE365

Length: 28
Network Mask: /24 )
MTID: O Metric: 30
LSA Type 4: Summary ASBR LSA

It is generated by an ABR. It is flooded from area 0 into a non-transit area and vice versa. It represents the ABR's
reachability to ASBRs in other areas where in it includes cost but hides the ABR's actual path to the destination.

This is needed because Type 5 External LSAs are flooded to all areas and the detailed next-hop information may
not be available in those other areas. This is solved by an Area Border Router flooding the information for the
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router (i.e. the Autonomous System Boundary Router) where the type 5 originated. The link-state ID is the
router ID of the described ASBR for type 4 LSAs.

Example to see type 4 LSA :

R41#show ip ospf database asbr-summary
OSPF Router with ID (10.41.1.1) (Process ID 1)
Summary ASB Link States (Area 20)

Ls age: 1862
options: (No ToS-capability, pc, upward)
LS Type: Summary Links(AS Boundary Router)
Link State ID: 10.30.1.1 (AS Boundary Router address)
Advertising Router: 10.41.1.1
LS Seq Number: B000002D
Checksum: 0x3Aa62
Length: 28
Network mask: /O
MTID: O Metric: 20

LS age: 1862

options: (No ToS-capability, pc, upward)

LS Type: summary Links(AS Boundary Router)

Link State ID: 10.31.1.1 (AS Boundary Router address)
Advertising Router: 10.41.1.1

LS Seq MNumber: 8000002C

Checksum: 0x94FD

Length: 28
Network mask: /0
MTID: O metric: 30
LSA Type 5: Autonomous system external LSA

The external LSA defines routes to destinations external to the autonomous system. Domain-wide, the default
route can also be injected as an external route. External LSAs are flooded throughout the OSPF domain, except
to stubby areas. To install an external LSA in the routing table, two essential things must take place:

e The calculating router must see the ASBR through the intra-area or inter area route. This means that it
should have either a router LSA for the ASBR or a Type 4 LSA for the ASBR, in case of multiple areas.
o The forwarding address must be known through an intra- or inter area route.

R30#show ip ospf database external
0SPF Router with ID (10.30.1.1) (Process ID 1)
Type-5 AS External Link States

LS age: 1397
options: (No Tos—ca?abi1ity, DC, Upward)
LS Type: AS External Link
Link state ID: 10.30.0.0 (External Network Number )
Advertising Router: 10.30.1.1
LS seq Number: 80000037
Checksum: Ox37E0
Length: 36
Network mask: /24
Metric Type: 2 (Larger than any link state path)
MTID: O
Metric: 20
Forward Address: 0.0.0.0
External Route Tag: 0

LSA Type 6: Multicast OSPF LSA
LSA Type 7: Not-so-stubby area LSA
LSA Type 8: External attribute LSA for BGP

Area type: backbone, normal, transit, stub, NSSA, totally stub
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BACKBONE:

OSPF has special restrictions when multiple areas are involved. If more than one area is configured, one of these
areas has be to be area 0. This is called the backbone.

Stub, NSSA, totally stub:

OSPF has special area types called stub areas. special area types:

Stub area

A stub area is an area in which you do not allow advertisements of external routes, which thus reduces the size of the database
even more. Instead, a default summary route (0.0.0.0) is inserted into the stub area in order to reach these external routes. If you
have no external routes in your network, then you have no need to define stub areas.

Totally stub area

Stub areas are shielded from external routes but receive information about networks that belong to other areas of the same
OSPF domain. You can define totally stubby areas. Routers in totally stubby areas keep their LSDB-only information about
routing within their area, plus the default route.

NSSA (not so stubby area)

Not-so-stubby areas (NSSASs) are an extension of OSPF stub areas. Like stub areas, they prevent the flooding of AS-external
link-state advertisements (LSAs) into NSSAs and instead rely on default routing to external destinations. As a result, NSSAs (like
stub areas) must be placed at the edge of an OSPF routing domain. NSSAs are more flexible than stub areas in that an NSSA
can import external routes into the OSPF routing domain and thereby provide transit service to small routing domains that are
not part of the OSPF routing domain.

Totally NSSA (totally not so stubby area)

implement stub or totally stubby functionality yet contain an ASBR. Type 7 LSAs generated by the ASBR are converted to type 5
by ABRs to be flooded to the rest of the OSPF domain.

Standard areas can contain LSAs of type 1, 2, 3, 4, and 5, and may contain an ASBR. The backbone is

considered a standard area.

Stub areas can contain type 1, 2, and 3 LSAs. A default route is substituted for external routes.

Totally stubby areas can only contain type 1 and 2 LSAs, and a single type 3 LSA. The type 3 LSA describes a

default route, substituted for all external and inter-area routes.

Not-so-stubby areas implement stub or totally stubby functionality yet contain an ASBR. Type 7 LSAs

generated by the ASBR are converted to type 5 by ABRs to be flooded to the rest of the

OSPF domain
Stub Area:
Loopback Loopback
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In the network topology we use R45 as Stub area of 30

Here is the config on R42 and R45 and check the verification for external routes

router ospf 1
router-id 10.42.1.1
area 30 stub
passive-interface default
no passive-interface Ethernet0/0
no passive-interface Ethernet0/1
no passive-interface Ethernet0/2
no passive-interface Ethernet0/3
network 10.42.1.1 0.0.0.0 area 0
network 172.16.42.0 0.0.0.255 area 40
network 192.168.41.0 0.0.0.255 area 0
network 192.168.42.0 0.0.0.255 area 0
network 192.168.45.0 0.0.0.255 area 30

router ospf 1

router-id 10.45.1.1

area 30 stub

passive-inmterface default

no passive-imterface Ethernet0d/3
network 10.45.1.0 0.0.0.255% area 30
network 10.45.2.0 0.0.0.255% area 30
network 192.168.45.0 0.0.0.255% area 30

R45#show ip route | in Gateway
Gateway of last resort is 192.168.45.1 to network 0.0.0.0
R4 5#

RA5#show ip cef 10.40.1.1
0.0.0.0/0
nexthop 192.168.45.1 Ethernet0/3

RA 54

R45#ping 10.40.1.1
Type escape sequence to abort.

sending 5, 100-byte ICMP Echos to 10.40.1.1, timeout is 2 seconds:
TN

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/3 ms
RA5#Fshow ip route

R45#show ip route 10.40.1.1

% subnet not in table

Totally Stubby Area:
-Removes External routes (LSA 5)

-Removes ASBR advertisements (LSA 4)
-Removes Inter-area default route (LSA 3)
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router ospf 1

router-id 10.42.1.1

area 30 stub no-summary
passive-interface default

no passive-interface Ethernet0/0

no passive-interface Ethernet0/1

no passive-interface Ethernet0/2

no passive-interface Ethernet0/3
network 10.42.1.1 0.0.0.0 area 0
network 172.16.42.0 0.0.0.255 area 40
network 192.168.41.0 0.0.0.255 area 0
network 192.168.42.0 0.0.0.255 area 0
network 192.168.45.0 0.0.0.255 area 30

RaS#show ip route
Codes: L - local, € - connected, S - static, R - RI¢, M -« mabile, B - BGI
D -« CIGRP, EX - CIGRF external, O - OSPF, TA - OSPF inter area
N1 - DSPF NSSA external type 1, N2 - OSPF NSSA exteérnal type 2
El - DSPF external type 1, E2 - OSPF external Lype 2
1 - IS-I5, su - IS-I5 summary, L1 - 15-I5 level-1l, L2 - 15-15 level-2
1a - 15-15 inter area, * - candidate default, u - per-user static route
o - opR, P - periodic downloaded static route, M - NHRP, | - LISP
a- apoh(anm route
+ - replicated route, % - next hop override

Gateway of Jast resort is 192.168.4%.1 to network 0.0.0.0

0*1IA 0.0.0.0/0 [110/11] via 192.168.45.1, 00:00:07, Ethernet0/3
10.0.0.0/8 is variably subnetted, 4 subnets, 2 masks

C 10.45.1.0/24 is directly comnected, Loopback(

L 10.45.1.1/32 1s directly comnected, Loopbackd

(S 10.45.2.0/24 15 directly comnected, Loopbackl

L 10.45.2.1/32 1s directly connected, Loopbackl

192.168.45.0/24 15 variably subnetted, 2 subnets, 2 masks

C 192.168.45%,0/24 15 directly connected, Fthermet0/3

L a 192.168.4%.2/32 i5 directly connected, Ethernet0/3
Ry

Not-so-stubby area: (NSSA)

- Allows NSSA external generation (LSA 7)
- Removes External routes (LSA 5)

- Removes ASBR Advertisements (LSA 4)
- All routers must agree on the NSSA

| have extended the network on R43 so that | can see the difference on NSSA

Loopback
10.48.1.0/24
10.46.2.0/24

EIGRP

- Ras

192.168.46.0/24
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104100024 F == =i T Al === == === === em===—===—==- i
10.41.4.024 | + R Loopback Loopback S by
10.41.2.024 | S @@ e ! 0430024 10.44.0.00240 5l ::Eﬁigg:
10413024 | 17216410247 10431024 104102 N2 62024 10.42.4.024
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1

Anona nea 1

In the above topology, | am running OSPF and EIGRP on R43, so we can see the different of N Routes how
populated and couple of issue we see when redistribute done between different IGP processes.
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R41#show run | se r o
router ospf 1
router-id 10.41.1.1
area 20 nssa default-information-originate
passive-interface default
no passive-interface ethernet0/0
no passive-interface Ethernet0/1
no passive-interface Ethernet0/2
network 10.41.1.1 0.0.0.0 area 0
network 172.16.41.0 0.0.0.255 area 20
network 192.168.35.0 0.0.0.255 area 0
network 192.168.41.0 0.0.0.255 area 0
R41#

R43#show run | ser o

router ospf 1

router-id 10.43.1.1

area 20 nssa

redistribute eigrp 300 subnets route-map eigrp_to_ospf
passive-interface default

no passive-interface Ethernet0/2

network 10.43.1.0 0.0.0.255 area 20

network 10.43.2.0 0.0.0.255 area 20

network 172.16.41.0 0.0.0.255 area 20
R43#show run | ser e
router eigrp 300

network 10.0.0.0

network 192.168.46.0

redistribute ospf 1 metric 100000 100 255 1 1500 rouvte-map ospf_to_eigrp
passive-interface default

no passive-interface Ethernet0/0
R4 nﬁ

r46#show run | ser e
router eigrp 300
network 10.0.0.0
network 192.168.46.0
passive-interface default
no passive-interface Ethernet0/0
R4

Now we verify, R46. R43 Default Route injected from R41 (default-information-originate)

rd6#show ip route | in G

codes: L - local, ¢ - connected, s - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area

Gateway of last resort is 192.168.46.1 to network 0.0.0.0

RAG#

R43#show ip route | in G

codes: L - local, € - connected, S - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - 0OSPF, IA - OSPF inter area

Gateway of Tlast resort is 172.16.41.1 to network 0.0.0.0

R43#]

Verify the routes in R41

R41#show ip route | in 10.46

a0 N2 10.46.1.0/24 [110/20] wvia 172.16.41.2, 09:12:34, Ethernet0/2
0O N2 10.46.2.0/24 [110/20] wvia 172.16.41.2, 09:12:34, Ethernet0/2
R41#
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r41#show ip ospf database nssa-external
OSPF Router with ID (10.41.1.1) (Process ID 1)
Type-7 AS External Link States (Area 20)
LS age: 143

options: (No Tos—ca?ahi1ity, No Type 7/5 translation, DC, Upward)
a

LS Type: AS External Link
Link state ID: 0.0.0.0 (External Network Number )
Advertising rRouter: 10.41.1.1
LS Seq Number: B0O000025
Checksum: 0Ox1444
Length: 36
Network Mask: /0
Metric Type: 2 (Larger than any link state path)
MTID: O
Metric: 1
Forward Address: 0.0.0.0
External Route Tag: O

Routing Bit Set omn this LSA in topology Base with MTID O
LS age: 897
options: (No TOS—ca?abi1ity, Type 7/5 translation, DC, Upward)
LS Type: AS External Link
Link state ID: 10.46.1.0 (External Network Number )
Advertising Router: 10.43.1.1
LS Seq Number: BO000D0Z8
Checksum: 0Ox2B38
Length: 36
Network Mask: /24
Metric Type: 2 (Larger than any link state path)
MTID: O
Metric: 20
Forward Address: 10.43.1.1
External Route Tag: 100

Area 0 you see type 5 LSA

R30# show ip ospf database external 10.46.1.0
OSPF Router with ID (10.30.1.1) (Process ID 1)
Type-5 As External Link States

Routing Bit set on this LSA in topology Base with MTID 0
LS age: 1954
options: (No TOS—ca?abi1ity, DC, Upward)
LS Type: AS External Link
Link State ID: 10.46.1.0 (External Network Number )
advertising rRouter: 10.41.1.1
LS Seq MNumber: 80000029
checksum: 0xcCDAO
Length: 36
Network Mask: /24
Metric Type: 2 (Larger than any 1ink state path)
MTID: O
Metric: 20
Forward Address: 10.43.1.1
External Route Tag: 100

R30#show ip route | in 10.46

o E2 10.46.1.0/24 [110/20] via 10.30.35.2, 11:09:54, Ethernet0/2
0 E2 10.46.2.0/24 [110/20] via 10.30.35.2, 11:09:54, Ethernet0,2
R30:]
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How to Prevent Routing Loops when we doing Multiple Redistribution Points Issues

Solution with: metrics, administrative distance, and route tags
On the Bigger picture, of below topology, when 2 process of IGP redistributing, on the ASBR you need to have
Route TAG to deny the routes with multi exit point network, if not you have routing loops, since same route will

be advertised in OSPF routing table (this is draw back)

Fix as below: You need to have R30 and R31 route-map TAG (for solution)
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NSSA — Totally Stub

- Allows NSSA external generation (LSA 7)
- Removes External routes (LSA 5)

- Removes ASBR Advertisements (LSA 4)
- All routers must agree on the NSSA
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- Block ( LSA 3)
- Injects Default Gateway

R41 we make config change to check this.

router ospf 1

router-id 10.41.1.1

area 20 nssa nNo-summary
passive-inmterface default

no passive-inmterface Ethernet0/0

no passive-interface Ethernet(/1

no passive-interface Ethernet0/2
network 10.41.1.1 0.0.0.0 area 0
network 172.16.41.0 0.0.0.255 area 20
network 192.168.35.0 0.0.0.255 area 0
network 192.168.41.0 0.0.0.255 area 0

- ' -

R46 we see all routes were disappeared and have only routes locally available and have default gateway.

-

RAd6FEshow ip route
codes: L - local, ¢ - connected, 5 - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
M1 - OSPF N55A external type 1, N2 - OSPF N55A external type 2
El - 0OSPF external type 1, E2 - OSPF external type 2
i - IS-I5, su - IS-IS summary, L1 - IS-IS level-1, L2 - I5-IS level-2
ia - I5-IS inter area, * - candidate default, U - per-user static route
o - ODR, P - periodic downloaded static route, H - NHRP, 1 - LISP
a - application route
+ - replicated route, % - next hop override

Gateway of last resort is 192.168.46.1 to network 0.0.0.0

D*EX 0.0.0.0/0 [170/307200] via 192.168.46.1, 00:00:10, Ethernet0/0
10.0.0.0/8 is variably subnetted, & subnets, 2 masks
10.43.1.0/24 [90/409600] via 192.168.46.1, 11:31:22, ethernet0/0
10.43.2.0/24 [90/409600] via 192.168.46.1, 11:31:22?, Ethernetd/0
10.46.1.0/24 is directly connected, Loopback0
10.46.1.1/32 is directly connected, Loopback0
10.46.2.0/24 is directly connected, Loopbackl
10.46.2.1/32 is directly connected, Loopbackl
172.16.0.0/24 is subnetted, 1 subnets
EX 172.16.41.0 [170/307200] via 192.168.46.1, 11:31:22, Ethernetd/0
192.168.46.0/24 1is variably subnetted, 2 subnets, 2 masks
192.168.46.0/24 is directly connected, Ethernetd/0
192.168.46.2/32 is directly connected, Ethernet0/0

roarrooo

mrroooQ

R46 still have reachability to R40
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RA6#ping 10.40.1.1
Type escape sequence to abort.

sending 5, 100-byte ICMP Echos to 10.40.1.1, timeout is 2 seconds:
1rnnl

success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/3 ms
R4b6#trace 10.40.1.1

Type escape sequence To abort.

Traciﬂg the route to 10.40.1.1

VRF info: (vwrf in name/id, wrf out name/id)
192.168.46.1 1 msec 1 msec 0 msec
172.16.41.1 1 msec O msec 1 msec
192.16E8.35.1 1 msec 1 msec 1 msec
10.30.35.1 1 msec 1 msec 1 msec
10.30.322.2 2 msec 2 msec 1 msec
10.30.37.2 1 msec 2 msec 1 msec
10.30.40.2 2 msec ® 3 msecC

Ra6#

R = R RN N

2.6.d [iii] Internal router, ABR, ASBR

There are four types of OSPF routers which are determined by a router’s function and/or location within an
OSPF area:

Internal (IR) — all OSPF interfaces must belong to the same OSPF area.

Backbone — at least one OSPF interface must belong to area 0 (backbone area)

Area Border Router (ABR) — at least one OSPF interface must belong to area 0 (backbone area) and at least one
OSPF interface must belong to a non-backbone (area 0) area.

Autonomous System Boundry Router (ASBR) — an OSPF router that performs route injection (redistribution)
from another route source (RIP, EIGRP, IS-IS, BGP, another OSPF process, etc.).

2.6.d [iv] Virtual link

Virtual links are used for two purposes:

e Linking an area that does not have a physical connection to the backbone.
e Patching the backbone in case discontinuity of area 0 occurs.

Areas Not Physically Connected to Area 0
Area 0 has to be at the center of all other areas. In some rare case where it is impossible to have an area
physically connected to the backbone, a virtual link is used. The virtual link will provide the disconnected area a

logical path to the backbone. The virtual link has to be established between two ABRs that have a common area,
with one ABR connected to the backbone.
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R44 and R42 So R47 can able to get all the routes from Area O

R47 do not see any routes without an Virtual link.

R4/#show 1p route

codes: L - local, ¢ - connected, 5 - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF N55A external type 1, N2 - OSPF N5SA external type 2
El - 05PF external type 1, E2 - OSPF external type 2
i - IS-IS, su - IS-IS summary, L1 - IS-IS lewvel-1, L2 - IS-IS level-2
ia - IS-IS inter area, * - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route, H - NHRP, 1 - LISP
a - application route
+ - replicated route, % - next hop override

Gateway of last resort is not set

10.0.0.0/8 1is variably subnetted, 4 subnets, 2 masks

C 10.47.1.0/24 1is

L 10.47.1.1/32 1is

o 10.47.2.0/24 1is

L 10.47.2.1/32 1is
192.168.47.0/24 is

C 192.168.47.0/24

L 192.168.47.2/32

RAT#

RA7#

RAT#

directly connected, Loopback0
directly connected, LoopbackO
directly connected, Loopbackl
directly connected, Loopbackl
variably subnetted, 2 subnets, 2 masks
is directly connected, Ethernet0/0

is directly connected, Ethernet0/0

Now configure virtual link on R42 and R44
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R42#show run |
router ospf 1
router-id 10.42.1.1

area 30 stub no-summary

area 40 wvirtuwal-Tink 10.44.2.1
passive-interface default

no passive-interface Ethernet0/0

no passive-interface Ethernet0/1

no passive-interface Ethernet0/2

no passive-interface Ethernet0/3
network 10.42.1.1 0.0.0.0 area 0
network 172.16.42_.0 0.0.0.255 area 40
network 192.168.41.0 0.0.0.255 area 0
network 192.168.42.0 0.0.0.255% area 0
network 192.168.45.0 0.0.0.255 area 30

5¢é M 0O

R44#<how run |
router ospf 1
area 40 virtual-Tink 10.42.1.1
passive-interface default

no passive-interface Ethernet0/0

no passive-interface Ethernet0/2
network 10.44.1.0 0.0.0.255 area 40
network 10.44.2.0 0.0.0.255% area 40
network 172.16.42.0 0.0.0.255 area 40
network 192.168.47.0 0.0.0.255 area 50
R44#

5¢ r O

Now we can see the logs OSPF forms the neighbourship

R42
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WOSPF-5-ADJCHG: Process 1, Nbr 10.44.2.1 on O0SPF_VL1 from LOADING to FULL,

R44

HOSPF-5-ADJCHG: Process 1, Nbr 10.42.1.1 on OSPF_VLO from LOADING To FULL,

r42#show ip ospf neighbor

Neighbor ID Pri state Dead Time
10.44.2.1 ] FuLL/ - -
10.36.1.1 8] FuLL,/ - 00:00:38
10.41.1.1 0 FuLL, - 00:00:39
10.45.1.1 0 FuLL, - 00:00:37
10.44.2.1 0 FuLL,/ - 00:00:32
R4 2#

r44#show ip ospf neighbor

Neighbor ID Pri state Dead Time
10.42.1.1 0 FuLL/ - -
10.42.1.1 0 FuLL,/ - 00:00:32
10.47.2.1 0 FuLL, - 00:00:31
r44#]

Lets check the routes now in R47
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Address
172.16.42.2
192.168.42.2
192.168.41.1
192.168.45.2
172.16.42.2

Address
172.16.42.1
172.16.42.1
192.168.47.2

Interface
O5PF_V1L1
Ethernet0/1
Ethernet0,/0
Ethernet0/3
Ethernet0/2

Interface
O5PF_VL0
Ethernet0/2
Ethernet0/0
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-

R47#show ip route | in 0 E2

0 E2 10.30.0.0/24 [110/20] via 192.168.47. 00:04:14, Ethernet0/0

7.1,
0 E2 10.30.1.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.30.2.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.30.3.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.30.4.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.30.30.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.30.31.0/24 [110,/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.30.32.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.30.33.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.30.37.0/24 [110,/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.30.38.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.30.39.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.30.40.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.31.1.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.31.2.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.31.3.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.31.4.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.32.0.0/22 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.32.1.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.32.2.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.32.3.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.33.1.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.33.2.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.33.3.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.37.1.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.38.1.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.39.1.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.40.1.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.46.1.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 10.46.2.0/24 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 20.30.1.0 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0

0 E2 22.31.1.0 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0

0 E2 22.33.1.0 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0

0 E2 100.1-1-0/25 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 100.1.2.0/26 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 100.1.3.0/27 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 100.1.4.0/29 [110/20] via 192.168.47.1, 00:04:14, Ethernet0/0
0 E2 l192.153.4ﬁ.n;24 [110/20] wvia 192.168.47.1, 00:04:14, Ethernet0/0
RAT#

R47#ping 10.40.1.1
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.40.1.1, timeout is 2 seconds:
1Treni

success rate is 100 percent (5/5), round-trip min/avg/max = 1,/1/3 ms
R47#FLrac
RA47#FLraceroute 10.40.1.1
Type ESE&EE sequence To abort.
Tracin e route to 10.40.1.1
VRF info: (vrf in name/id, wrf out name/id)

1 192.168.47.1 1 msec 0 msec 1 msec
2 172.16.42.1 1 msec 0 msec 1 msec
3 192.168.42.2 1 msec 1 msec 1 msec
4 10.30.36.1 1 msec 1 msec 1 msec

5 10.30.31.2 1 msec 1 msec 1 msec

6 10.30.33.1 1 msec 2 msec 1 msec

7 10.30.37.2 2 msec 2 msec 1 msec

8 10.30.40.2 2 msec * 3 msecC

R4T#

2.6.e Implement and troubleshoot path preference
2.6.f Implement and troubleshoot operations
2.6.f [i] General operations
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2.6.f [ii] Graceful shutdown
2.6.f [iii] GTSM [generic TTL security mechanism]

2.6.g Implement, troubleshoot and optimize OSPF convergence and scalability
2.6.g [i] Metrics

We can manipulate OSPF route cost in two ways.

e By changing bandwidth of interface
e By changing reference bandwidth value

Example :

interface eth 0/0
bandwidth xxx

router ospf 1
auto-cost reference-bandwidth 1000

2.6.g [ii] LSA throttling, SPF tuning, fast hello

2.6.g [iii] LSA propagation control [area types, ISPF]
2.6.g [iv] IP FR/fast reroute [single hop]

LFA Repair Paths

The figure below shows how the OSPFv2 Loop-Free Alternate Fast Reroute feature reroutes traffic if a link
fails. A protecting router precomputes per-prefix repair paths and installs them in the global Routing
Information Base (RIB). When the protected primary path fails, the protecting router diverts live traffic from the
primary path to the stored repair path, without other routers’ having to recomputed network topology or even
be aware that the network topology has changed.

2.6.g [v] LFA/loop-free alternative [multi hop]
2.6.g [vi] OSPFv3 prefix suppression.

Suppress IPv4 and IPv6 Prefix Advertisements on a Per-Interface Basis

You can explicitly configure an OSPFv3 interface not to advertise its IP network to its neighbors by using the
ipv6 ospf prefix-suppression command or the ospfv3 prefix-suppression command in interface configuration
mode.
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IPv6

IPv6 has 128 bit addresses and has a much larger address space than 32-bit IPv4 which offered us a bit more than
4 billion addresses. Keep in mind every additional bit doubles the number of IP addresses...so we go from 4 billion
to 8 billion, 16,32,64, etc. Keep doubling until you reach 128 bit.

Highlights:

Addresses are 128 bits long

Separated with colons every 16 bits

Address separated in prefix and interface id, most common is /64

Leading zeroes can be omitted from address and double colon may be used to represent Successive
zeroes, may only be used once

Unicast, multicast and anycast, doesn’t use broadcast

The main reason to start using IPv6 is that we need more addresses but it also offers some new features:

IPv4 and IPv6 Header Co

Protocol ‘ Header Checksum

Legend

No Broadcast traffic: that’s right, we don’t use broadcasts anymore. We use multicast instead. This
means some protocols like ARP are replaced with other solutions.

Stateless Autoconfiguration: this is like a “mini DHCP server”. Routers running IPv6 are able to advertise
the IPv6 prefix and gateway address to hosts so that they can automatically configure themselves and get
access outside of their own network.

Address Renumbering: renumbering static IPv4 addresses on your network is a pain. If you use stateless
autoconfiguration for IPv6 then you can easily swap the current prefix with another one.

Mobility: IPv6 has built-in support for mobile devices. Hosts will be able to move from one network to
another and keep their current IPv6 address.

No NAT / PAT: we have so much IPv6 addresses that we don’t need NAT or PAT anymore, every device in
your network can have a public IPv6 address.

IPsec: IPv6 has native support for IPsec, you don’t have to use it but it’s built-in the protocol.

Improved header: the IPv6 header is simpler and doesn’t require checksums. It also has a flow label that
is used to quickly see if certain packets belong to the same flow or not.

Migration Tools: IPv4 and IPv6 are not compatible so we need migration tools. There are multiple
tunneling techniques that we can use to transport IPv6 over IPv4 networks (or the other way around).
Running IPv4 and IPv6 simultaneously is called “dual stack”.

3

parison

IPv4 Header IPv6 Header

Traffic
Class

Payload Length

fYP° o ’ Total Length
Service
Fragment

Offset

Identification

Next

Seadar Hop Limit

Options Padding

- Field’s Name Kept from IPv4 to IPv6
B Fieids Not Kept in IPvE

- Name and Position Changed in IPv6
B vew Field in IPvE
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IPv4 - Decimal
IPv6 - Hexa Decimal [0-9, A-F]

IPv6 - 8 Block of 4 hexa = 32bit Hex

Network / Host Portions of address

- IPv4

CLASS A = 8 bits for network 24 bits for host
CLASS B = 16 bits for network and 16 bits for host
CLASS C = 24 bits for nework and 8 bits for Host

- IPv6 - No Classes, it uses Flat Model

- First 64 bits NETWORK - Next 64bits HOST
Example :

2000:0000:0000:0000:0BED:DEDD:CEFD:1000

2000:0000:0000:0000 - NETWORK
OBED:DEDD:CEFD:1000 - HOST

- IPv6 complex so it rely on DHCP / DNS
- Subnetmask for IPv6 /64

Type of Address :

Public Address / Global Address -

First 3 bits of IPv6 public adressare 00 1

8421
001 _(Oor1)thatwillbe2or3

The First hex digit Global Address either 2 or 3 start with example :

2000:0000:0000:0000:0BED:DEDD:CEFD:1000
3000:0000:0000:0000:0BED:DEDD:CEFD:1000

Private Address / Unique Local Address -

First 7 bits of IPv6 private adressare1111 110 _

F CorD
1111110_

Example :

FCor FD

CCIE Journey 2019
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FC00:0000:0000:0000:0BED:DEDD:CEFD:1000
FD00:0000:0000:0000:0BED:DEDD:CEFD:1000

Lets write Class C network.

Lets write example with 192.168.1.1 to IPV6
FC00:192:168:1::1/64

FC00:192:168:1::2/64

FD00:192:168:1::1/64
FD00:192:168:1::2/64

Lets write Class A network.
10.10.10.1

FC00:10:10:10::1/64
FC00:10:10:10::2/64

Lets write Class B network.
FC00:172:168:1::1/64
FC00:172:168:1::2/64

High Level :

#Multicast
#ff00::/8
#ff01:0:0:0:0:0:2
#224.0.0.0/4
HAI
#::/128
#0.0.0.0
#LoopBack
#::1/128
#127.0.0.1
#Link Local Address(non routable)
# fe80::/10, fe90::/10, feA0::/10, feB0::/10
# fe80::200:5aee:feaa:22a2
#169.254.0.0/16
# Not Routable between interfaces
# Used for : SLAAC, Neighbor Discovery, Router Discovery

#Unique Local Addresses(ULAs)
# fc00::1/7
# fdf8:f53b:82e4::53
#10.0.0.0/8 - 172.16.0.0/12 - 192.168.0.0/16
# Private ipv6 address/not routable via global BGP/for internal use only

#Global Unicast
#2000::/3 (public IP)
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Multicast table to understand

CCIE Journey 2019

Routing Protocol IPv4 IPv6
RIP 224.0.0.9 FFO2::9
EIGRP 224.0.0.10 FFO2::A
OSPF 224.0.0.5 FFO2::5
224.0.0.6 FFO2::6
Now we configure simple configuration on our exiting topology
R35 to R36 using Interface Eth 0/0
| EIGHE i Areaall | LOOpRAcK
1:04:-::;:&; | 300 (el 1 (e | 10.42.0.0024
A0 r———u__,-- L - - = ==T-=-=7 3
10.41.4.024 ! ; ﬁ '\ Loopback Loophack . 1 1D.42.1.D.I24
10.41.2.024 : f i : 10.43.0.0524 10.44.0.0:24 1': mes (23] - : :E-ii-jgéi
L . 10.44.1.0024 : .42.3.
104130024 | {72.16.41.0/2a° 1043.1.024 T172.18.42.024 L, o o
| ; __ “Areadlh, 110.42.4.00
10.41.4.0/724 1 oy UEd Fal ) . # =TT T T T T TS - - [T lI|_ __________
| NSEA - =~ 192 168.41.0/24 T TS 192 168.45.0/24
- @ e -~ i S——
Lo Area rha Ares 30 STUB
| ,1-:'1 s
(T ",L'
f 192.168.42.0/24
Loopback !|I132-153-35-D"24 BB - CCIE ’ : I Loopback
10.35.0.0/24 ', Cﬁ E% , 10.38.0.0024
1 = 1
10.35.1.0/24 | * OSPF i 10.36.1.0/24
10.35.2.0:24 |,E§iL &= ) ' 10.36.2.024
10353024 1 PR ey 192.168.26.0/24 -~ P 10383024
10.35.4.0/24 |\ B -~ -=" T @ b g 3540724
I / "

You need to enable IPv6 Globally to work in IPv6

R et

ipv6 unicast-routing

ipve cef
I

BEI5#Fshow run inmcerface ethernet 0/0
Building configuration...

current configuration : 215 bytes

interface ethernet0,/0
ip address 192.168.36.1 255.255.255.0
ip ospf authentication message-digest

ip ospf

1 mdS BB12

ip ospf network point-to-point
ipve address FCO0:192:168:36::1,/64

end

R35#

3
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RIGEshow run inter eth 070
Building configuration...

Current configuration : 215 bytes

I

interface Ethernet0/0

ip address 192.168.36.2 255.255.255.0
ip ospf authentication message-digest
ip ospf message-digest-key 1 md5 BB123
ip ospf network point-to-point

igvﬁ address FC00:192:168:36::2,/64

en

R3I6#

Now we ping from 1 to 2 and vice versa

R35#ping fc00:192:168:36::2
Type escape sequence To abort.

sending 5, 100-byte ICMP Echos to FCO0:192:168:36::2, Timeout is 2 seconds:
1Treni

success rate is 100 percent (5/5), round-trip min/avg/max = 1,/1/1 ms
RI5#F

R36#ping fc00:192:168:36::1
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to FCO0:192:168:36::1, timeout is 2 seconds:
1Treni

success rate is 100 percent (5/5), round-trip min/avg/max = 1,/1/1 ms

R36:]

R36#show ipvE route
IFvE Routing Table - default - 3 entries
Codes: € - Connected, L - Local, 5 - static, U - Per-user static route
B - BGP, HA - Home Agent, MR - Mobile Router, R - RIP
H - NHRP, I1 - ISIS L1, IZ - ISIS L2, IA - ISIS interarea
I5 - I5Is summary, D - EIGRF, EX - EIGRP external, NM - NEMO
ND - ND Default, NDp - ND Prefix, DCE - Destination, NDr - Redirect
0 - O5PF Intra, 0I - OSPF Inter, QOEl - OSPF ext 1, QOEZ - O5SPF ext 2
ON1 - OSPF NSSA ext 1, OMZ - OSPF NSSA ext 2, la - LISP alt
Ir - LISP site-registrations, 1d - LISP dyn-eid, a - application
C FCO0:192:168:36::/64 [0/0]
via Ethernet0/0, directly connected
L FCO0:192:168:36::2/128 [0/0]
via Ethernet0/0, receive
L FFOO::/8 [0/0]
via Nulld, receive
RIGF

Link Local address: uses MAC address of interface and add in the middle FF:FE as example below :

Ritfshon fpve interface brief

Fthernet0/0 up/up]
FEBO: :ABSS :CCFF :FEOZ 24000
FC00:192:168:36::2

Ethormnet0/1 [up/upl
UNassignec

ethernet0/ [up/up]
unassignec

ethernet0/3 [adwinistratively down/down]
unassigned

Loopback0 up)

Lup
FEBO: : ABSS (CCFFiFED2:4000
FC0D:10:36:1::1

Loopbackl [up/up)
unassigned

Loopback?2 [up/up)
unassigned

Loopbackd [up/up]
unassigned

Loopbacks [up/up]

unassigned
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Create a simple LAB for IPv6 to test, which has OSPF / EIGRP / RIP

BB - CCIE
IPVE
P -
i - (- - |
! R mE= |
1 1
Cmm 7 © R
: EIGRP II I.l'.l -"-\.__“ :: RIPng :
1 i \
(FCOD:192:168:56::/64 FCO0:192:168:50::/64 FCO00:192:168:51::/64,
I i — = NP e
B —a@-o S =
|
- s OSPFv3 e :: = |
I h
I t :: :
|
- & Fcoo:g2:es:s2:es 5 | =
- — T e =
(T - o) o) " W] .I!'l
: - B @?_ - — * Ri 'r_‘l s ks |
P =3 @3 '
{FC00:192:168:57::/64 Py FCO0:192:168:53::/64 |
I II [ i
e [ 0 arz) ! [
I om oo oo oo oom oo oo o oo o o
== o -

Lets configure RIPNG on R51, R53, R54, R55 check the router

interface Loopback0
no ip address

ipve address FCO0:10:54:1::1/64

ipve rip 1 enable
I

interface Loopbackl
no ip address

ipvé address FC00:10:54:2::1/64

ipvé rip 1 enable
I

inmterface ethernet0/0

no ip address

ipv6 address FC00:192:168:55
ipvé rip 1 enable

ipvé rip 1 summary-address FC00:10:54::/62
I

interface etherneto/1
no ip address
shutdown

I

interface Ethernet0/2

no ip address

ipvé address FC00:192:168:54
ipvé rip 1 enable

I

interface ethernet0/3
no ip address
shutdown

I

{p forward-protocol nd
!

4
no ip http server

no ip http secure-server
I

I

ipvé router rip 1

1:12/64

:1/64

CCIE Journey 2019

Check RIP Route available on R55 we can see the routes of RIP and loopback ipv6 address from R54
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R55#show ipvé route rip
IPvE Routing Table - default - 13 entries
codes: C - Connected, L - Local, s - static, U - Per-user Static route
B - BGP, HA - Home Agent, MR - Mobile Router, R - RIP
H - NHRP, Il - ISIS L1, I2 - ISIS L2, IA - ISIS interarea
IS - ISIS summary, D - EIGRP, EX - EIGRP external, NM - NEMO
ND - ND Default, NDp - ND Prefix, DCE - Destination, NDr - Redirect
0 - OSPF Intra, OI - OSPF Inter, OEl - OSPF ext 1, OE2 - OSPF ext 2
ON1 - OSPF NSSA ext 1, ONZ - OSPF NSSA ext 2, la - LISP alt
1r - LISP site-registrations, 1d - LISP dyn-eid, a - Application
R FCO0:10:54::/62 [120/2]
via FE80: :ABBB:CCFF:FE03:6000, Ethernet0/0
R FCO0:10:54:1::/64 [120/2]
via FE80: :ABBB:CCFF:FE03:6000, Ethernet0/0
R FCO0:10:54:2::/64 [120/2]
via FE80::ABBB:CCFF:FE03:6000, Ethernet0/0
R FCO0:192:168:54::/64 [120/2]
_via FE80: :ABBB:CCFF:FE03:6000, Ethernet0/0

Now we block sending IPv6 loopback address from R54

L}
ipvé router rip 1 . .
distribute-Tist prefix-list LO_BLOCK out Ethernet0/0

e -

ipve prefix-1ist LO_BLOCK seq 5 deny FCO0:10:54:1::/64
ipv6 prefix-list LO_BLOCK seq 10 permit ::/0 le 128

-

Now we verify on R53

No route

R53#show ipv6 route rip
IPvE Routing Table - default - 18 entries
codes: € - Connected, L - Local, 5 - static, U - Per-user Static route
B - BGP, HA - Home Agent, MR - Mobile Router, R - RIP
H - NHRP, Il - ISIS L1, I2 - ISIS L2, IA - ISIS interarea
IS - ISIS summary, D - EIGRP, EX - EIGRP external, NM - NEMO
ND - ND Default, NDp - ND Prefix, DCE - Destination, NDr - Redirect
0 - OSPF Intra, OI - OSPF Inter, OEl - OSPF ext 1, OE2 - OSPF ext 2
ON1 - OSPF NSSA ext 1, ON2 - OSPF NSSA ext 2, la - LISP alt
1r - LISP site-registrations, 1d - LISP dyn-eid, a - Application
R FCOO:10:54:2::/64 [120/3]
via FEBO::ABBB:CCFF:FE03:7020, Ethernetd/2
R FCO0:10:55:1::/64 [120/2]
via FEBO::ABBB:CCFF:FE03:7020, Ethernet0/2
R FCOO:10:55:2::/64 [120/2]
via FEBO::ABBB:CCFF:FE03:7020, Ethernetd/2
R FCO0:192:168:54::/64 [120/3]
via FEBO::ABBB:CCFF:FE03:7020, Ethernet0/2
R FCO0:192:168:55::/64 [120/2]
via FEBO::ABBB:CCFF:FE03:7020, Ethernetd/2
R53#

Summary

Now we summary R54 Loopback address

inmterface ethernet0/0

no ip address

ipv6 address FC00:192:168:55::2/64

ipvé rip 1 enable

ipve rip 1 summary-address FCO0:10:54::/62
|

[P - T ———

Verify on R53 for this summarisation:

205

CCIE Journey 2019



Balaji Bandi CCIE Journey 2019

R53#show ipv6 route rip
IPvE Routing Table - default - 18 entries
Codes: C - Connected, L - Local, S - Static, U - Per-user Static route
B - BGP, HA - Home Agent, MR - Mobile Router, R - RIP
H - NHRP, Il - ISIS L1, I2 - ISIS L2, IA - ISIS interarea
IS - ISIS summary, D - EIGRP, EX - EIGRP external, NM - NEMO
ND - ND Default, NDp - ND Prefix, DCE - Destination, NDr - Redirect
0 - OSPF Intra, OI - OSPF Inter, OEL - OSPF ext 1, OE2 - OSPF ext 2
OML - OSPF NSSA ext 1, ON2 - OSPF NSSA ext 2, la - LISP alt
Ir - LISP site-registrations, 1d - LISP dyn-eid, a - application
R FCO0:10:54:: /62 [120/3]
via FE80::A8BB:CCFF:FE03:7020, Ethernet0/2
R FCO0:10:55:1::/64 [120/2]
via FE80::A8BB:CCFF:FE03:7020, Ethernet0/2
R FCO0:10:55:2::/64 [120/2]
via FE80::A8BB:CCFF:FE03:7020, Ethernet0/2
R FC00:192:168:54::/64 [120/3]
via FE80::A8BB:CCFF:FE03:7020, Ethernet0/2
R FC00:192:168:55::/64 [120/2]
via FE80::A8BB:CCFF:FE03:7020, Ethernet0/2
R53#

IPv6 EIGRP
In our topology R56 / R57 / R50 /R52 will be part of EIGRP domain.

We can configure basic config as below which contains authentication and enable EIGRP on the interface.

interface Loopback0O

no ip address

ipv6é address FCO0:10:56:1::1/64
ipvé eigrp 1

I

interface Loopbackl

no ip address

ipv6é address FCO0:10:56:2::1/64
ipvé eigrp 1

1

imterface ethernerd/0

no ip address

ipvt address FCO0:192:168:66::2,/64

ipvé eigrp 1

ipv6 authentication mode eigrp 1 md5

ipvé authentication key-chain eigrp 1 bbandi
1

interface Ethernet0/1
no ip address
I

inmterface etherner0/2

no ip address

ipvt address FCO0:192:168:56::1,/64
ipvé eigrp 1

1

interface Ethernet0/3
no ip address
shutdown

|

{p forward-protocol nd
1

no ip http server
no ip http secure-server
1

{pvﬁ router eigrp 1
eigrp router-id 6.6.6.6
1
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You can view default timers, maximum path, variance, distance internal and external, K values

R57#show eigrp protocols
EIGRP-IPvE Protocol for as{l)
Metric weight Kl=1, K2=0, K3=1, K4=0, K5=0
NSF-aware route hold timer is 240
Router-ID: 7.7.7.7
Topology : O (base)
Active Timer: 3 min
Distance: internal 90 external 170
Maximum path: 16
Maximum hopcount 100
Maximum metric wvariance 1

R57#

R50#show ipve eigrg timers
EIGRP-IPvE Timers for AS(1)
Hello Process
Expiration Type
| 2.572 (parent)
| 2.572 Hello (ET0/2)

Update Process
Expiration Type
| 12.765 (parent)
| 12.765 (parent)
| 12.765 Peer holding

SIA Process
Expiration Type for Topolbase)
| 0.000 (parent)

R50<]

R57#show ipve eigrp topology FCO0:10:56:1::/64
EIGRP-IPvE Topology Entry for AS(1)/ID(7.7.7.7) for FCOO:10:56:1::/64
State is Passive, Query origin flag is 1, 1 Successor(s), FD is 409600
Descriptor Blocks:
FEBOD: :ABBB:CCFF:FE02:8000 (Ethernet0/0), from FEBO0::ABBB:CCFF:FE03:B000, send flag is OxO
Composite metric is (409600/128256), route is Internal
vector metric:
Minimum bandwidth is 10000 kKbit
Total delay is 6000 microseconds
Reliability is 2557255
Load is 1/255
Minimum MTU is 1500
Hop count is 1
originating router is 6.6.6.6
RS7E

Now have changed hold timer to 5 seconds.

interface ethernet0/0

no ip address

ipve address FCO0:192:168:66::1,/64

ipve eigrp 1

ipvé authentication mode eigrp 1 md5

ipvé authentication -chain eigrp 1 bbandi
ipve bandwidth-percent eigrp 1 100

ipve hello-interval eigrp 1 1

ipve hold-time eigrp 1 5
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Verify on R56

R56#show ipvE eigrp neighbors

EIGRP-IPvE Neighbors for As(1)

H Address Interface Hold uptime

{sec)

1 Link-local address: Et0/2 13 01:24:14
FEBOD: ABBB:CCFF:FE03:2020

0 Link-local address: Et0/0 4 01:24:44
FEBO: :ABBB:CCFF:FEOZ:9000

ROO#

SRETT RTO Q 5Seq
{ms) Cnt Num

B 1600 O 20
818 4908 0O 33

Now we configure on R56 Default route and with LoopbackO leakmap

interface Ethernet0/0

no ip address

ipve address FC00:192:16B8:66::2/64

ipve eigrp 1

ipv6 authentication mode eigrp 1 md5

ipve authentication key-chain eigr? 1 bbandi
ipve summary-address eigrp 1 /0 leak-map SELF
1

interface Ethernet0/1

no ip address

1

interface Ethernet0/2

no ip address

ipve address FC00:192:168:56::1/64

ipve eigrp 1

I

interface Ethernet0/3
no ip address

shutdown

!

ip forward-protocol nd
no ip http server

no ip http secure-server
!

ipv6 router eigrp 1
eigrp router-id 6.6.6.6

{pvﬁ prefix-1ist L0O2 seq 5 permit FCOO0:10:56:1::/64
route-map SELF permit 10

match ipv6 address prefix-list LO2
1

Verify the prefix-list hits

R56Fshow ipve prefix-list detail
prefix-1ist with the last deletion/insertion: LO2
ipve prefix-list LO2:
count: 1, range entries: 0, sequences: 5 - 5, refcount: 3
seq 5 permit FCO0:10:56:1::/64 (Chit count: 2, refcount: 1)
R56#

R57 lets verify default route, Loopback O IP of R56 in leak map and verify pings
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R57#show ipv6 route eigrp
IPvE Routing Table - default - 12 entries
Codes: € - Connected, L - Local, 5 - Static, U - Per-user Static route
B - BGP, HA - Home Agent, MR - Mobile Router, R - RIP
H - MHRP, Il - ISIS L1, IZ - ISIS L2, IA - ISIS interarea
I5 - I5IS5 summary, D - EIGRF, EX - EIGRP external, NM - MEMO
ND - ND Default, NDp - ND Prefix, DCE - Destination, MDr - Redirect
0 - 0O5PF Intra, OI - OSPF Inter, OEl - OSPF ext 1, OEZ - OSPF exXt 2
OML - OSPF NSSA ext 1, OMZ - OSPF NSSA ext 2, la - LISP alt
1r - LISP site-registrations, 1d - LISP dyn-eid, a - Application
D ::/0 [90/409600]
via FEBO::ABBB:CCFF:FE03:8000, Ethernetd/0
D FCO0:10:56:1::/64 [90/409600]
via FEBO: :ABBB:CCFF:FEQ3:8000, Ethernetr(/0
D FCO0:192:168:53::/64 [90,/307200]
via FEBO::ABBB:CCFF:FE03:4020, Ethernet0/2
R57#ping FCO0:10:56:2::1/64
% Unrecognized host or address, or protocol not runming.

R57#ping FCO0:10:56:2::1
Type escape sequence to abort.

sending 5, 100-byte ICMP Echos to FCO0:10:56:2::1, timeout is 2 seconds:
1rnnl

success rate is 100 percent (5/5), round-trip min/avg/max = 1/3/14 ms
R57#ping FCO0:10:56:1::1
Type escape sequence to abort.

sending 5, 100-byte ICWMP Echos to FCO0:10:56:1::1, timeout is 2 seconds:
1rnnl

Success rate is 100 percent (5/5), round-trip min/avg/max = 1,/1/1 ms
R57#ping FCO0:192:168:66::1
Type escape sequence to abort.

sending 5, 100-byte ICWMP Echos to FCO0:192:168:66::1, Timeout is 2 seconds:
1rnnl

success rate is 100 percent (5/5), round-trip min/avg/max = 4/4/5 ms

R57#0

Route Filter
We configure on R57 so R52 no longer receives R56 Loopback0 address

Before configure lets verify on R52
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R52#show ipv6 route eigrp
IPvG Routing Table - default - 18 entries
Codes: € - Connected, L - Local, 5 - static, U - Per-user static route
B - BGP, HA - Home Agent, MR - Mobile Router, R - RIP
H - NHRP, Il - ISIS L1, I2 - ISIS L2, IA - ISIS interarea
I5 - I5I5 summary, D - EIGRP, EX - EIGRP external, NM - NEMO
ND - ND Default, NDp - ND Prefix, DCE - Destination, NDr - Redirect
0 - O5PF Intra, 0I - OSPF Inter, OEl - O5PF ext 1, QEZ - OSPF ext 2
ON1 - OSPF NSSA ext 1, ON2 - OSPF NSSA ext 2, Tla - LISP alt
Ir - LISP site-registrations, 1d - LISF dyn-eid, a - application
/0 [90/435200]
via FEBO::ABBB:CCFF:FE03:9020, Ethernetd/2
FCOO:10:56:1::/64 [90/435200]
via FEB0::ABBB:CCFF:FEQ3:2020, Ethernetd/2
FCO0:10:57:1::/64 [90,/409600]
via FEBO: :ABBB:CCFF:FE03:9020, Ethernet0/2
FCOO:10:57:2::/64 [90/409600]
via FEBO::ABBB:CCFF:FE03:9020, Ethernet0/2
D FCO0:192:168:66::/64 [90/307200]
via FEBO::ABBB:CCFF:FE03:9020, Ethernetd/2

L R e e Y

R52#

R52#

R52#ping FCO0:10:56:1::1

Type escape sequence to abort.

sending 5, 100-byte ICMP Echos to FCO0:10:56:1::1, timeout is 2 seconds:
1nnea

success rate is 100 percent (5/5), round-trip min/avg/max = 1/4/18 ms
R52#

Now we configure prefix like on R57

{pvﬁ router eigrp 1
distribute-list prefix-1list DENY_LO out Ethernet0/2
eigrp router-id 7.7.7.7

T

ipv6e prefix-1list DENY_LO seq 5 demy FCO00:10:56:1::/64
ipv6 prefix-1ist DENY_LO seq 10 permit ::/0 Te 128

[ESp—

R57#show ipve prefix-list detail

prefix-1ist with the last deletion/insertion: DENY_LO

ipv6 prefix-1ist DENY_LO:
count: 2, range entries: 1, sequences: 5 - 10, refcount: 3
seq 5 deny FCO0:10:56:1::/64 (hit count: 3, refcount: 1)
seq 10 permit ::/0 Te 128 (hit count: 12, refcount: 1)

rR57#]

Lets verify the route in R52
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R52#show ipv6 route eigrp
IPvE Routing Table - default - 17 entries
Codes: € - Connected, L - Local, 5 - Static, U - Per-user Static route
B - BGP, HA - Home Agent, MR - Mobile Router, R - RIP
H - NHRP, Il - ISIS L1, IZ2 - ISIS L2, IA - ISIS interarea
I5 - I5I5 summary, D - EIGRF, EX - EIGRP external, NM - MEMO
ND - ND Default, NDp - ND Prefix, DCE - Destination, MDr - Redirect
0 - 0O5PF Intra, OI - OS5PF Inter, OEl - OSPF ext 1, OEZ - OSPF ext 2
OML - OSPF NSSA ext 1, OMZ2 - OSPF NSSA ext 2, la - LISP alt
1r - LISP site-registrations, 1d - LISP dyn-eid, a - Application

D ::/0 [90/435200]

via FEBO::ABBB:CCFF:FE03:9020, Ethernetd/2
D FCOD:10:57:1::/64 [90/409600]

via FEBO: :ABBB:CCFF:FEQ3:9020, Etherner(/2
D FCO0:10:57:2::/64 [90/409600]

via FEBO::ABBB:CCFF:FE03:9020, Ethernet0/2
D FCO0:192:168:66:: /64 [90/307200]

via FEBO::ABBB:CCFF:FE03:9020, Ethernet0/2
R52#
Summary

We will do summarisation for the R57 Loopback address and verify on R50

interface erthernet0/0

no ip address

ipvt address FCO0:192:168:66::1/64

ipvEé eigrp 1

ipvé authentication mode eigrp 1 md5

ipve authentication key-chain eigrp 1 bbandi
ipv6é bandwidth-percent eigrp 1 100

ipve hello-interval eigrp 1 1

ipvé hold-time eigrp 1 5

ipv6é summary-address eigrp 1 FC00:10:57::/62
1

— . -

R50 Verification:

R50#show ipve route eigrp
IPvE6 Routing Table - default - 19 entries
Codes: € - Connected, L - Local, 5 - static, U - Per-user Static route
B - BGP, HA - Home Agent, MR - Mobile Router, R - RIP
H - NHRP, Il - ISIs L1, I2 - ISIS L2, IA - ISIS interarea
IS - I5I5 summary, D - EIGRP, EX - EIGRP external, NM - NEMO
MD - ND Default, MDp - ND Prefix, DCE - Destination, NDr - Redirect
0 - 0OSPF Intra, OI - O5PF Inter, OEl - OSPF ext 1, OEZ - OSPF ext 2
ON1 - OSPF NSSA ext 1, ON2Z - OSPF NSSA ext 2, la - LISP alt
Tr - LISP site-registrations, 1d - LISP dyn-eid, a - Application
FC00:10:56:1::/64 [90,/409600]
via FEBO: :ABBB:CCFF:FE03:8020, Ethernet0/2
FCO0:10:56:2::/64 [90/409600]
via FEBO::ABBB:CCFF:FE03:8020, Ethernet0/2
FCOD:10:57::/62 [90/435200]
via FEBO::ABBB:CCFF:FE03:8020, Ethernet(/2
FC00:192:168:53::/64 [90/358400]
via FEB0::ABBB:CCFF:FEQ3:8020, Ethernet(/2
FC00:192:168:57::/64 [90/332800]
via FEBO: :ABBB:CCFF:FE03:8020, Ethernet0/2
FC00:192:168:66:: /64 [90/307200]
via FEBO::ABBB:CCFF:FE03:8020, Ethernet0/2

0o o o o 9o g
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IPv6 OSPFv3

Basic Config enable OSPFv3 with the below topology.
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OSPF Basic config to enable IPv6

interface Ethernet0/1
no ip address

ipv6 address FC00:192:168:52::2,/64

ipve ospf 1 area 0
1

interface Ethernet0/2
no ip address

ipve address FC00:192:168:56::2,/64

ipv6 eigrp 1
I

interface Ethernet0/3
no ip address

ipv6 address FCO0:192:168:58::2/64
1

{p forward-protocol nd
!

I

no ip http server

no ip http secure-server
1

{pvﬁ router ei?rp 1
passive-interface default

no passive-interface Ethernet0,/2

eigrp router-id 0.0.0.1
I

{pvﬁ router ospf 1
router-id 0.0.0.5
passive-interface default

no passive-interface Ethernet0/0

passive-interface Ethernetd/1
passive-interface Ethernet0/3

no
no
no
no

passive-interface Loopback0
passive-interface Loopbackl
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Below debug to form the OSPF neighbour
RSUfconfié—rtr}#end

OSPFv3-1-IPVE
QSPFv3-1-IPV6
OSPFv3-1-IPV6
OSPFv3-1-IPvE
OSPFv3-1-IPVE

AD]
ADIJ
AD]
AD]
AD]

LoO: 05PF interface Loopback0 going up

EL0/1: 0sPF interface Ethernetd/1 going up

Et0/0: 0sSPF interface Ethernet0/0 going up

Et0,/0: Added 5.5.5.5 to nbr Tist

EL0/0: 2 way Communication to 5.5.5.5, state 2WAY

R50(config-rtr)#end
R50#

XS5YS-5—CONFIG
R50#
0OSPFv3-1-IPVE
WAY
OSPFv3-1-IPvE
R50#
OSPFv3-1-IPVE
WAY
0OSPFv3-1-IPvE
R50#
OSPFv3-1-IPVE
WAY
0OSPFv3-1-IPVE
R50#
OSPFv3-1-IPvE
WAY
0SPFv3-1-IPVE
R50#
OSPFv3-1-IPvE
WAY
0SPFv3-1-IPVE
R50#
OSPFv3-1-IPvE
WAY
OS5PFv3-1-IPVE
R50#
OSPFv3-1-IPvE
0OSPFv3-1-IPVE
OSPFv3-1-IPVE
OSPFv3-1-IPvE
OSPFv3-1-IPVE
0OSPFv3-1-IPVE
OSPFv3-1-IPvE
OSPFv3-1-IPvE
0OSPFv3-1-IPVE
OSPFv3-1-IPVE
OSPFv3-1-IPvE
OSPFv3-1-IPVE
0OSPFv3-1-IPVE
OSPFv3-1-IPVE
R50#
OSPFv3-1-IPVE
OS5PFv3-1-IPVE
R50#
OSPFv3-1-IPvE
XSTART
OSPFv3-1-IPVE
OSPFv3-1-IPvE

OSPFV3-1-IPVE
KCHANGE

OSPFV3-1-IPVEG
O5PFV3-1-IPVE
OSPFV3-1-IPVE
OSPFV3-1-IPVEG

AD]

AD]

AD]

AD]

AD]

ADIJ

AD]

AD]

AD1

AD]

AD]

AD]

AD]
AD]
AD]
AD]
ADIJ
AD]
AD]
AD]
AD]
AD]
AD1
ADIJ
AD]
AD]

ADIJ
AD]

AD]
AD]
AD]
AD3J
AD3J
AD3]

AD]
AD]

OSPFv3-1-IPvE ADIJ
%OSPFv3-5-ADJICHG:
R50#

OSPFV3-1-IPVE

AD]

- configured from console by console

ETt0/0: Rcv DBD from 5.5.5.5 seq Ox34A%EECF opt 0x0013 flag Ox7 len 28 mtu 1500 state 2
Et0/0: Nbr state is 2WAY
ET0/0: Rcv DBD from 5.5.5.5 seq Ox34A9EECF opt 0x0013 flag Ox7 len 28 mtu 1500 state 2
Et0/0: Nbr state is 2WAY
ET0/0: Rcv DBD from 5.5.5.5 seq Ox34A9EECF opt 0x0013 flag Ox7 len 28 mtu 1500 state 2
Et0,/0: Nbr state is 2wWAY
Et0/0: Rcv DBD from 5.5.5.5 seq Ox34A9EECF opt O0x0013 flag Ox7 Ten 28 mtu 1500 state 2
Et0,/0: Nbr state is 2WAY
Et0/0: Rcv DBD from 5.5.5.5 seq Ox34A9EECF opt 0x0013 flag Ox7 Ten 28 mtu 1500 state 2
Et0,/0: Nbr state is 2WAY
Et0/0: Rcv DBD from 5.5.5.5 seq Ox34A9EECF opt 0x0013 flag Ox7 len 28 mtu 1500 state 2
ET0,/0: Nbr state is 2wWAY

Et0/1: end of wait

Et0/1: DR/BDR election

Et0,/1: Elect BDR 0.0.0.5

Et0/1: Elect DR 0.0.0.5%

Et0/1: Elect BDR 0.0.0.0

Et0/1: Elect DR 0.0.0.5

Et0/1: DR: 0.0.0.5 (1d) BDR: none
Et0/0: end of wWait

Et0,/0: DR/BDR election

ET0,/0: Elect BDR 0.0.0.5

Et0,/0: Elect DR 5.5.5.5

Et0,/0: Elect BDR 0.0.0.5

Et0/0: Elect DR 5.5.5.5

ET0,/0: DR: 5.5.5.5 (1d) BDR: 0.0.0.5 (1d)

ET0/0: Nbr 5.5.5.5: Prepare dbase exchange
ET0/0: Send DBD to 5.5.5.5 seq 0x376634 opt 0x0013 flag 0x7 len 28

EL0/0: Rcv DBD from 5.5.5.5 seq Ox34A9%EECF opt 0x0013 flag Ox7 len 28 mtu 1500 state E

ET0/0: NBR Negotiation Done. We are the SLAVE
EL0/0: Nbr 5.5.5.5: Summary 1ist built, size 3

ET0/0: Rcv DBD from 5.5.5.5 seq Ox34A9EEDO opt 0x0013 flag Ox1 len 88 mru 1500 state E

Et0/0: Exchange Done with 5.5.5.5
EL0/0: Send LS REQ to 5.5.5.5 length 52 LSA count 3
ETt0/0: Send DBD to 5.5.5.5 seq Ox34A9EEDO opt 0x0013 flag Ox0 Tlen 28
ET0/0: Rcv LS uPD from 5.5.5.5 length 176 LSA count 3
Et0/0: synchronized with 5.5.5.5, state FULL
Process 1, Nbr 5.5.5.5 on Ethernet0/0 from LOADING to FULL, Loading Done

Et0/0: Rcv LS REQ from 5.5.5.5 length 52 LSA count 3

Verification for the OSPF neighbour.

R50#show ipvEé ospf neighbor

OSPFv3 Router with ID (0.0.0.5%) (Process ID 1)

Neighbor ID

0.0.0.52
5.5.5.5
R50#

Pri State Dead Time Interface ID Interface
0 FuLL, - 00:00:31 4 Ethernet0/1
0 FUuLL/ - 00:00:35 E] Ethernet0/0
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Route Filter

R53 we block the R50 Loopback address and verify

R50#Fshow run intertace o0
Building configuration...

current configuration : 129 bytes
1
interface LoopbackO
no ip address
ipve address FCO0:10:50:1::1/64
ipve ospf 1 area 0
igvﬁ ospf network point-to-point
en

R50#

We verify the route before we apply route filter

R53#show ipvE route ospf
IPv6 Routing Table - default - 23 entries
Codes: € - Connected, L - Local, 5 - sStatic, U - Per-user sStatic route
B - BGP, HA - Home Agent, MR - Mobile Router, R - RIP
H - NHRP, Il - ISIS L1, I2 - ISIS L2, IA - ISIS interarea
I5 - I5I5 summary, D - EIGRP, EX - EIGRP external, NM - NEMO
ND - ND Default, NDp - ND Prefix, DCE - Destination, NDr - Redirect
0 - 05PF Intra, 0I - OSPF Inter, OEl - OSPF ext 1, QOEZ - O5PF ext 2
OM1 - OSPF N55A ext 1, ONZ - O5PF NSSA exXt 2, la - LISP alt
Tr - LISP site-registrations, ld - LISP dyn-eid, a - Application
Q FCO0:10:50:1:: /64 [110/21]
via FEBO::ABBB:CCFF:FE03:4000, Ethernet(d/0
via FEBO::ABBB:CCFF:FE03:3010, Ethernet0/1
Q FCOD:10:51:1::/64 [110/11]
via FEBO::ABBB:CCFF:FE03:3010, Ethernetd/1
Q FCOD:10:52:1::/64 [110,/11]
via FEB0::ABBB:CCFF:FEQ3:4000, Ethernet(0/0
O FC00:192:168:50::/64 [110/20]
via FEBO: :ABBB:CCFF:FE03:3010, Ethernet0/1
Q FCO0:192:168:52::/64 [110/20]
via FEBO::ABBB:CCFF:FE03:4000, Ethernet0/0
rR53#

Route filter config on R53

ipv6é router ospf 1

router-id 0.0.0.53

distribute-list prefix-1ist LO_BLOCK in
passive-interface default

no passive-interface Ethernet0/0

no passive-interface Ethernet0/1

I

{pvﬁ router rip 1
1

NN

ipv6 prefix-1list LO_BLOCK seq 5 dermy FCO00:10:50:1::/64
ipvE prefix-1list LO_BLOCK seq 10 permit ::/0 Te 128

rem =l
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Lets verify now : ( there is no route entry of R50 LO IP address)

R53#show ipve route ospt
IPvE Routing Table - default - 22 entries
Codes: € - Connected, L - Local, 5 - Static, U - Per-user Static route
B - BGF, HA - Home Agent, MR - Mobile Router, R - RIP
H - NHRP, Il - ISIs L1, I2 - ISIS L2, IA - ISIS interarea
IS - IS5T5 summary, D - EIGRP, EX - EIGRP external, NM - NEMO
MD - WD Default, NDp - ND Prefix, DCE - Destination, NDr - Redirect
0 - OS5PF Intra, OI - OSPF Inter, OEl - OSPF ext 1, OEZ - OSPF ext 2
ON1 - OSPF NSSA ext 1, ON2Z - OSPF NSSA ext 2, la - LISP alt
Ir - LISP site-registrations, 1d - LISP dyn-eid, a - Application
FCO0:10:51:1::/64 [110/11]
via FEBO: :ABBB:CCFF:FEO03:3010, Ethernet(/1
FCOO:10:52:1::/64 [110/11]
via FEBO: :ABBB:CCFF:FE03:4000, Ethernet(/0
FCOD:192:168:50:: /64 [110,/20]
via FEBO: :ABBB:CCFF:FE03:3010, Ethernet(/1
FCO0:192:168:52::/64 [110,/20]
via FESOQ: :ASBB:CCFF:FEQ03:4000, Ethernetd/0

o o o o

R53#

R53#ping FCO0:10:50:1::1
Type escape sequence to abort.
sending 5, 100-byte ICMP Echos to FCO0:10:50:1::1, timeout is 2 seconds:

% No valid route for destination
success rate is 0 percent (0/1)
R53#

R53#show ipv6 prefix-list detail

prefix-1list with the last deletion/insertion: LO_BLOCK

ipve prefix-Tist LO_BLOCK:
count: 2, range entries: 1, sequences: 5 - 10, refcount: 3
seq 5 deny FCO0:10:50:1::/64 (hit count: 4, refcount: 1)
seq 10 permit ::/0 le 128 (hit count: 8, refcount: 1)

Redistribution: EIGRP to OSPF and OSPF to RIP on R50, R52 and R51,R53 verify the same.
R50

ipv6é router eigrp 1

passive-inmterface default

no passive-imterface Ethernet0/2
eigrp router-id 0.0.0.1

redistribute ospf 1 metric 1 1 1 1 1
I

ipvé router ospf 1

router-id 0.0.0.5
passive-interface default

no passive-interface Ethernet0/0
no passive-imterface Ethernetd/1
no passive-interface Ethernetd/3
no passive-interface Loopback0
no passive-imterface Loopbackl
redistribute eigrp 1 metric 1

R51
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ipve router ospf 1

router-id 5.5.5.5
passive-interface default

no passive-interface Ethernet0/0
no passive-interface Ethernet0/1
no passive-interface Loopback0
no passive-interface Loopbackl
redistribute rip 1 metric 1

1

ipv6 router rip 1

redistribute ospf 1 metric 1

Check the router and reachability from R56 and R54

R54#ping FCO0:10:56:1::1
Type escape sequence Tto abort.

sending 5, 100-byte ICMP Echos to FCOO
1rreei

R34#tracer FCO0:10:56:1::1
Type escape sequence to abort.
Tracing the route To FCO0:10:56:1::1

1 FCO0:192:168:54::2 0 msec 1 msec 0
2 FCO0:192:168:50::1 1 msec O msec 1
3 FCOD:192:168:56::1 1 msec 1 msec 1

Ro4#

RS6FLraceroute FCOO:10:54:1::1

Type escape sequence to abort.

Tracing the route to FCO0:10:54:1::1
1 FCO0:192:168:56::2 0 msec 1 msec 1
2 FCO0:192:168:50::2 0 msec 1 msec 0
3 FCO0:192:168:54::1 1 msec 0 msec 1

R56#ping FCOO0:10:54:1::1
Type escape sequence Tto abort.

Sending 5, 100-byte ICMP Echos to FCOO
1rreei

success rate is 100 percent (5/5), rou
R56#

CCIE Journey 2019

:10:56:1::1, timeout is 2 seconds:

success rate is 100 percent (5/5), round-trip min/avg/max = 1,/1/2 ms

mseC
mseC
msecC

mseC
mseC
mseC

:10:54:1::1, timeout is 2 seconds:

nd-trip min/avg/max = 1,/1/2 ms

216



Balaji Bandi CCIE Journey 2019

IPv6 tunnel over IPv4 network

[ T/ |ANANERENENENEN NN
I ]
| RIFng i
\EC | FC00:192:168:51::/64,
1 . i
: = |
I B R i
1 o]
I ]
I i
I
= FC00:192:168:52::/64 = ! =y
Se & e
: 7 B || * Rin |
1]
[FC00:192:168:57::/64 192.168.60.0/24 FCO00:192:168:53::/64
1 ] i
1

1Pyvd OSPFv3 ::

S RS SRR SRS RS RS ES RS
= gl
'

192.168.61.0/24 E‘:]“" :
1

FC00:192:168:63::/64)

g

IPvE e .
B REL

FCO0:40:63:1::1/64 |

R52, R60, R61 is IPv4 network, we make tunnel between R61 and R52 , and verify routes
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interface Tunnell

no ip address

ipv6é address FC00:192:1:12::1/64
ipve ospft 1 area 0

tunnel source 192.168.61.1
tunnel mode ipvéip

tunnel destination 192.168.60.2
1

interface Ethernet0/0
ip address 192.168.61.1 255.255.255.0
I

interface Ethernet(/1

no ip address

ipvé address FC00:192:16B8:63::1,/64
]

interface Ethernet(/2
no ip address
shutdown

I

interface Ethernet(/3
no ip address
shutdown

I

{p forward-protocol nd
!

no ip http server
no ip http secure-server
ip route 0.0.0.0 0.0.0.0 192.168.61.2

-

ipv6 router ospf 1

ontrol-plane

i i i i i i ) i i

R61#

R52
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interface Tunnell

no ip address

ipve address FCO0:192:1:12::2/64
ipvEé ospf 1 area 0

tunnel source 192_.168.60.2
tunnel mode ipvéip

tunne]l destination 192.168.61.1
1

interface etherner(/0

no ip address

ipve address FCO0:192:168:53::2/64
ipvé eigrp 1

ipvé ospf 1 area 0

ipve ospf network point-to-point
1

interface Ethernet(,/1

no ip address

ipv6é address FC00:192:168:52::1/64
ipve ospft 1 area 0

ipvé ospf network point-to-point

1

interface Ethernet(/2

no ip address

ipve address FCO0:192:168:57::2/64
ipvé eigrp 1

1

interface Ethernet(/3
ip address 192.168.60.2 255.255.255.0
|

R52#show ipv6e ospf neighbor

0sPFvI router with ID (0.0.0.52) (Process ID 1)

Neighbor ID Pri State Dead Time Interface ID
192.168.61.1 0  FULL/ - 00:00:34 10

0.0.0.53 0 FuLL,/ - 00:00:37 3

0.0.0.5 0 FuLL,/ - 00:00:33 4

rR5244

Lets see reachability from R61 to R56

R61#ping FCO0:10:56:1::1
Type escape sequence to abort.

Interface
Tunnell
Ethernet(/0
Ethernetd/1

sending 5, 100-byte ICMP Echos to FCO0:10:56:1::1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1,/1/2 ms

RE1#

RE6l#FLraceroute FCOO0:10:56:1::1

Type escape sequence to abort.
Tracing the route to FCO0:10:56:1::1

1 FCO0:192:1:12::2 1 msec 1 msec 1 msec

2 FCO0:192:168:52::2 1 msec 1 msec 1 msec

3 FCO0:192:168:56::1 2 msec 1 msec 1 msec
RO1#
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2.7 BGP

Border Gateway Protocol (BGP) is an Internet Engineering Task Force (IETF) standard, and the most scalable of all
routing protocols. BGP is the routing protocol of the global Internet, as well as for Service Provider private
networks. BGP has expanded upon its original purpose of carrying Internet reachability information, and can now
carry routes for Multicast, IPv6, VPNs, and a variety of other data.

o BGP is the routing protocol used to exchange routing information between networks. It Is the largest
routing protocol in the internet.

BGP Comes in two flavours :

o External BGP (EBGP)
. Internal BGP (IBGP)
° BGP is Currently in version 4,
. Runs over TCP(Port No. 179)
o Path vector protocol ,CIDR support

By Default BGP finds the best path to a network by using the best AS —Path.
BGP advertises the complete path to the advertised network. Path is sent as a LIST OF AS Number Which avoids
loop.

BGP General Operations

- BGP Neighbours are manually configured
- Learns multiple paths via internal and external BGP speakers
- Picks the best path and installs in the forwarding table

EBGP ( External BGP)

- BGP speakers in different AS
- Do not run an IGP between eBGP peers

IBGP ( Internal BGP)

- BGP peer within the same AS

- iBGP speakers need to be fully meshed

- They do not pass on prefixes learned from other iBGP speakers to other iBGP peer . (The
Rule of Split Horizon.)

BGP Message Type
Open: Establishes a peering session
Keep Alive: Handshake at regular intervals to maintain peering session.
Notification: Closes a peering session
Update: Advertises new routes or withdraws previously announced routes.
Each announced route is specified as a network prefix with attribute values.
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BGP Start Event

CCIE Journey 2019

>

IDLE STATE

>
Notification Message
Due to an Error

Any Error While in Connect State
before ConnectRetry Timer Expires
transition to idle T

Received Open Msg has an error
Transition back 1o idie State

Connect Rotry Timer Started
TCP Connection 10 BGP Neighbor Intiated
Transitioning to Connect State

Successfiul TCP Connection
10 Neignhtor and Open Message
Semt.

OPENSENT STATE

Open Message fReceived From Neighbor
and No error transitioning 10 OpenConlirm

OPENCONFIARM STATE | ———eeeeoe————

Keepalive or Update Messages
Exchanged with Nelghbor
Successtul Transition to Established State

CONNECT STATE

Unsuccesstul TCP Connection
10 Neighbor

ACTIVE STATE

_ > -
" TCP Disconnect Successtu! TCP Connection
Transition to Active State ConnectRetry Cleared

Hold ume Setto 4 min

Transition 10
Connect State it
ConnectRetry Expires

BGP Stant Evemt
ignored. Any otner Error
transition 10 Idie

Notfication Message
Transition to idie State

BGP Start Event ignored,
Any other Error Transition to Idie

ESTABLISHED STATE

2.7.a Describe, implement and troubleshoot peer relationships
2.7.a [i] Peer-group, template

Concepts of peer group and peer template on Cisco routers that would help you making your configuration

process more efficient as well as optimizing the process of route advertisement. You will be learning the
similarities and differences between the two methods

2.7.a [ii] Active, passive

When a BGP speaker is configured as active, it may end up on either the active or passive side of the
connection that eventually gets established. Once the TCP connection is completed, it doesn’t matter which end
was active and which was passive. The only difference is in which side of the TCP connection has port number

179.

2.7.a [iii] States, timers
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2.7.a [iv] Dynamic neighbors

2.7.b Implement and troubleshoot IBGP and EBGP
2.7.b [i] EBGP, IBGP

Covered above

2.7.b [ii] 4 bytes AS number
2.7.b [iii] Private AS

There’s recently been a change in the format that the AS number use:

Original 2-byte field

-Values 0 — 65535

-Public ASNs 1 - 64511

- Private ASNs 64512 — 65535 (1024 addresses) Similar to RFC 1918 IP address
Currently 4- byte field

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

|}
: 830, WRSE Wes (0] 1
| 172.16.88.0124 EIGRP 200 172.16.90.0/24 |
: 500 :
[ 192.168,187.0/24 k
B = ,
| ®ag7 g — s |
s -ies
‘ :
| 192.168.87.0/24 AS 200 192.168.89.0/24 |
| 5 = A . e e L e e e T o e el e ST I e (e a3 ) _ _
: " & gj.o .
-~ LS 300 : 192.168.74.0124 + AS400 =
. nios [ — G - i
\ 172.16.79.0124 S s .
, S : : L 192.168.81.0124  172.16.82.0/24
\.\ 192.168.78.0/24 (&7 @
[}
| : : )
| = BB - CCIE g™
' STATIC ﬁ'/ 192.168.76.0/24 192.168.75.0/24 -
[ Bs i BGP 02 (200)
| = e RIP
| 192.168.178.0/24 192.165.181.0/24
i 172.16.80.0/2« 1 . 172.16.83.0/24
® @
| I C | 1
| = &= =@
I % | — 9 ' Whss
T . mire 192.168.77.0/24 mi :
,,,,,,,,,,,,,,,, e B e i S i i ! O i~ i} .
192.168.84.0/24 AS 500 192.168.85.0124
192.168.188.0/24 ]
Wisa . L
o1 o2,
\'\ OSPF I
172.16.84.024 172.16.85.0124 :

et

aas

2.7.c Explain attributes and best-path selection

2.7.d Implement, optimize and troubleshoot routing policies
2.7.d [i] Attribute manipulation
2.7.d [ii] Conditional advertisement
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2.7.d [iii] Outbound route filtering
2.7.d [iv] Communities, extended communities
2.7.d [v] Multi-homing

Now we configured R74, R75, R76, R77 Full mesh BGP, underlay IGP using OSPF
(below config for R74 same will be rest of the router — changed router IP and network statement)

router ospf 1

priority 127

passive-interface default

no passive-interface Ethernet0/0

no passive-interface Ethernet0/1
network 10.74.1.1 0.0.0.0 area 0
network 192.168.74.0 0.0.0.255 area 0
network 192.168.76.0 0.0.0.255 area 0

R75#show run | se r o

router ospf 1

priority O

passive-interface default

no passive-interface Ethernet0/0

no passive-interface Ethernet0/1
network 10.75.1.1 0.0.0.0 area 0
network 192.168.74.0 0.0.0.255 area 0
network 192.168.75.0 0.0.0.255% area 0

R7 54

Check the reachability to loopback address since we going to use loopback O for BGP

R74#ping 10.75.1.1
Type escape sequence to abort.

sending 5, 100-byte ICMP Echos to 10.75.1.1, timeout is 2 seconds:
1rnnl

success rate is 100 percent (5/5), round-trip min/avg/max = 1,/1/1 ms
R74#ping 10.76.1.1
Type escape sequence to abort.

sending 5, 100-byte ICWMP Echos to 10.76.1.1, tTimeout is 2 seconds:
1rnnl

Success rate is 100 percent (5/5), round-trip min/avg/max = 1,/1/1 ms
R74#ping 10.77.1.1
Type escape sequence to abort.

sending 5, 100-byte ICMP Echos to 10.77.1.1, tTimeout is 2 seconds:
1rnnl

success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms
R74#
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We configure BGP Full mesh

R74#show run | se r b
router bgp 100

bgp 108—
networ

neighbor-changes
74.1.0.0 mask 255.255.255.0

network 74.1.1.0 mask 25%5.255.255.0
network 74.1.2.0 mask 255.25%5.255.0
network 74.1.3.0 mask 25%5%.255.255.0
redistribute connected
10.75.1.1
10.75.1.1

neighbor

neighbor

neighbor

neighbor

neighbor

neighbor
R74

remote-as 100
update-source
remote-as 100
update-source
remote-as 100
update-source

R75#show run | se r b
router bgp 100

bgp 102—
networ

neighbor-changes
75.1.0.0 mask 255.255.255.0

Loopback0
Loopback0
Loopback0

network 75.1.1.0 mask 255.255.255.0
network 75.1.2.0 mask 255.255.255.0
network 75.1.3.0 mask 255.255.255.0
10.74.1.1

neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
R75#
R75#

10.74.

remote-as 100
update-source
remote-as 100
update-source
remote-as 100
update-source

R76#show run | se r b
router bgp 100
bgp log-neighbor-changes
10.74.1.1

neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
R7G6#

R77#show run |
router bgp 100
bgp 1log-neighbor-changes
10.74.1.1

neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
R77#

10.74.

remote-as 100
update-source
remote-as 100
update-source
remote-as 100
update-source

ser b

remote-as 100
update-source
remote-as 100
update-source
remote-as 100
update-source

Loopback0
Loopback0
Loopback0

Loopback0
Loopback0
Loopback0

Loopback0
Loopback0
Loopback0
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Now we should see Full mesh BGP neighbourship

R74#show ip bgp summary

BEGP router identifier 10.74.1.1, local AS number 100

BGP table wversion is 34, main routing table wversion 34

13 network entries using 1820 bytes of memory

13 path entries u5iﬂﬁ 1040 bytes of memory

3/3 BGP path/bestpath attribute entries using 432 bytes of memory
0 BGP cache entries using O bytes of memory

0 BeP filter-1ist cache entries using 0 bytes of memory

BGP using 3292 total bytes of memory

BGP activity 17/4 prefixes, 17/4 paths, scan interval 60 secs

Neighbor A As MsgRcvd MsgSent  Tblver InQ outQ Up/Down State/PfxRcd
10.75.1.1 4 100 9437 9446 34 0 0 5d22h 4
10.76.1.1 4 100 94249 9434 34 0 0 5d22h 0
10.77.1.1 4 100 45 59 34 0 0 00:32:53 0
R74#

BGP Transport:

BGP uses TCP port 179 for transport

-implies the BGP needs IGP First.

BGP Neighbor statement tell process to....

-listen for remote address via TCP 179

-initiate a session to remote address via TCP 179

-if collision, higher router-id becomes TCP client. Can happen if client and server try to establish at same time
Normally the client will initiate the session over port 179.

R74#show tcp brief

TCE Local Address Foreign Address {state)
CH5478A48 10.74.1.1.60190 10.77.1.1.179 ESTAB
Ca02capd 10.74.1.1.19322 10.75.1.1.179 ESTAB
Cce029070 10.74.1.1.44819 10.76.1.1.179 ESTAB
R74#

Here is the BGP handshake with wireshark

w .. e uw @ oo 1 Meaa
dtes Lo.Te.1) W " n b 0. 00TRINN0 REIFACTVE Futiege

Now will advertise the networks in R74 Loopback address and R75 Loopback address and verify the same.
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R7A#show run | se r b

router bgp 100

bgp 1GE—neighbur—changes

network 74.1.0.0 mask 255.255.255.0
network 74.1.1.0 mask 255.255.255.0
network 74.1.2.0 mask 255.255.255.0
network 74.1.3.0 mask 255.255.255.0
redistribute connected

neighbor 10.75.1.1 remote-as 100

neighbor 10.75.1.1 update-source Loopback0
neighbor 10.76.1.1 remote-as 100

neighbor 10.76.1.1 update-source Loopback0
neighbor 10.77.1.1 remote-as 100

neighbor 10.77.1.1 update-source Loopback0
R74#

We will verify the same on R77

Now we can see the loopback 74.x 75.x network in the BGP route

R77#show ip bgp

BGP table version is 39, local router ID is 10.77.1.1

Status codes: s suppressed, d damped, h history, #* wvalid, = best, i - internal,
r RIB-failure, 5 stale, m multipath, b backup-path, f rRT-Filter,
X best-external, a additional-path, ¢ RIB-compressed,

origin codes: i - IGP, @ - EGP, 7 - incomplete

RPKI validation codes: ¥ wvalid, I inwvalid, N Not found

Metwork Mext Hop Metric LocPrf weight Path
=>1 74.1.0.0/24 10.74.1.1 0 100 01
== 74.1.1.0/24 10.74.1.1 0 100 01
*>j 74.1.2.0/24 10.74.1.1 0 100 0 i
=1 74.1.3.0/24 10.74.1.1 0 100 0
#=j 75.1.0.0/24 10.75.1.1 0 100 01
#=j 75.1.1.0/24 10.75.1.1 0 100 0 i
== 75.1.2.0/24 10.75.1.1 0 100 01
#»j 75.1.3.0/24 10.75.1.1 0 100 0 i
rR77#]

Now we will announce 74.1.0.0/24 74.1.1.0/24 74.1.2.0/24 74.1.3.0/24 using route-map instead of network
statement.

R74#show run | ser b

router bgp 100

bgp 1og-neighbor-changes

redistribute connected route-map 74_NET
neighbor 10.75.1.1 remote-as 100

neighbor 10.75.1.1 update-source Loopback0
neighbor 10.76.1.1 remote-as 100

neighbor 10.76.1.1 update-source Loopback0
neighbor 10.77.1.1 remote-as 100

neighbor 10.77.1.1 update-source Loopback0
R74#show run | se route-map

redistribute connected rovte-map 74_MNET
route-map 74_NET permit 10

-a:ih interface Loopbackl Loopback? Loopback3 Loopback4
R74

Above we have used route-map to match the interface (same can be done using ACL)
We did redistribute in to BGP
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Below example on R74 we use ACL to redistribute and test

router bgp 100

bgp router-id 10.74.1.1

bgp log-neighbor-changes

bgp suppress-inactive

redistribute connected route-map 74_NET
neighbor 10.75.1.1 remote-as 100

neighbor 10.75.1.1 update-source Loopback(
neighbor 10.75. next-hop-self

neighbor 10.76. remote-as 100

neighbor 10.76. update-source Loopback0
neighbor 10.76. next-hop-self

neighbor 10.77. remote-as 100

neighbor 10.77. update-source Loopback0
neighbor 10.77. next-hop-self

neighbor 192.168.78.1 remote-as 300

neighbor 192.168.78.1 update-source Ethernet0/3
neighbor 192.168.87.1 remote-as 200

neighbor 192_168.87.1 update-source Ethernet0/2
1

{p forward-protocol nd
!

el ednd il
el alad sl e

http server

ip
ip http secure-server

-1

route-map 74_NET permit 10

match interface Loopbackl Loopback? Loopback3 Loopback4 Loopback0 Ethernet0/0 Ethernet0/
1 ethernet0/2

set origin igp

I

Eﬂute—rap F4_NET permit 20
match ip route-source 10

set origin igp

]

route-map PREPEND permit 10

set as-path prepend 100 100 100
1

1
access—1ist 10 permit 74.1.5.0 0.0.0.255 Jlog
I

We verify on R87 AS 100

RB7#show ip route 74.1.5.1
Routing entry for 74.1.5.0/24
kKnown via "bgp 200", distance 20, metric 0
Tag 100, type external
Last update from 192.168.87.2 00:02:19 ago
Routing Descriptor Blocks:
# 192.168.87.2, from 192.168.87.2, 00:02:19 ago
Route metric is 0, traffic share count is 1
AS Hops 1
Route tag 100
MPLS label: none
RB7#
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RE7# ping 74.1.5.1 repeat 100
Type escape sequence to abort.

sending 100, 100-byte ICWMP Echos fTo 74.
it nrRRRRRRRRRRRRRRRROORRDRERREEI

success rate is 100 percent (100/100), round-trip min/avg/max = 1/1/1 ms
RE7#Trace 74.1.5.1
Type escape sequence to abort.
Tracing the route to 74.1.5.1
VRF info: (vrf in name/id, wrf out name/id)
1 192.168.87.2 [AS 100] 1 msec * 1 msec
rR87#j

Verify the routes on R77

R77#show ip bgp

BGP table wversion is 51, local router ID is 10.77.1.1

Status codes: s suppressed, d damped, h history, #* wvalid, = best, i - internal,
r RIBE-Tailure, 5 stale, m multipath, b backup-path, f RT-Filter,
¥ hest-external, a additional-path, ¢ RIB-compressed,

origin codes: i - IGP, & - EGP, 7 - incomplete

RPKI validation codes: ¥ walid, I inwvalid, N Not found

Network Next Hop Metric LocPrf weight Path
== 74.1.0.0/24 10.74.1.1 0 100 0oz
*>7 74.1.1.0/24 10.74.1.1 0 100 07
=7 74.1.2.0/24 10.74.1.1 0 100 o7z
== 74.1.3.0/24 10.74.1.1 0 100 oz
=7 75.1.0.0/24 10.75.1.1 0 100 01
#=7 75.1.1.0/24 10.75.1.1 0 100 01
=»7 75.1.2.0/24 10.75.1.1 0 100 01
=7 75.1.3.0/24 10.75.1.1 0 100 01

R77#

Note: now we can see the route as ? — this means ? always was redistributed
- I—means internal

Routes always preferred internal vs redistributed.

If redistributed need to be announce as internal, rather ? redistribute — change the statement as below and verify
the same.

Verify on R77, now they should be coming with | —internal

R77#show ip bgp

BGP table wversion is 55, local router ID is 10.77.1.1

Status codes: s suppressed, d damped, h history, # valid, > best, i - internal,
r RIBE-Tailure, 5 sStale, m multipath, b backup-path, f RT-Filter,
X best-external, a additional-path, ¢ RIB-compressed,

origin codes: i - IGP, & - EGP, 7 - incomplete

RPKI wvalidation codes: v wvalid, I dinvalid, N Not found

Network Next Hop Metric LocPrf weight Path
#»7 74.1.0.0/24 10.74.1.1 0 100 01
#»7 74.1.1.0/24 10.74.1.1 0 100 01
=1 74.1.2.0/24 10.74.1.1 0 100 01
#=j 74.1.3.0/24 10.74.1.1 0 100 0
#»7 75.1.0.0/24 10.75.1.1 0 100 01
#>j 75.1.1.0/24 10.75.1.1 0 100 0 1
#»j 75.1.2.0/24 10.75.1.1 0 100 0 1
=>1 75.1.3.0/24 10.75.1.1 0 100 01
R77#
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EBGP Peering Rules:
EBGP packets defaultto TTL 1
-can be modified if neighbors are multiple hops away.

To accept and attempt BGP connections to external peers residing on networks that are not directly connected,
use the neighbor ebgp-multihop command in router configuration mode.

If the router not directly connected you can use below commads for BGP for R75 and R76, they are not directly
connected, with TTL1

neighbor 10.75.1.1 ebgp-multihop 1
neighbor 10.75.1.1 disable-connected-check

neighbor 10.76.1.1 ebgp-multihop 1
neighbor 10.76.1.1 disable-connected-check

Note: these commands are mutually exclusive - you would use one of the other, not both.

Now we have configured iBGP between AS100 Domain
Now we going to Configure AS 300 and enable BGP relation with AS 100

R78 config as below

R78#show run | ser b

router bgp 300

bgp 1GE—neighbnr—chaﬂges

network 78.1.0.0 mask 255.255.255.0

neighbor 192.168.78.2 remote-as 100

neighbor 192.168.78.2 update-source Ethernet(0/3
R7E

Verify BGP peer with R74
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R78#show ip bgp summary

BGP router jdentifier 78.1.0.1, local AS number 300

BGP table wersion is 10, main routing table wersion 10

9 network entries using 1260 bytes of memory

9 path entries using 720 bytes of memory

3/3 BGP path/bestpath attribute entries using 432 bytes of memory
1 BGP AS-PATH entries using 24 bytes of memor

0 BGP route-map cache entries using O bytes of memory

0 BGP filter-1ist cache entries using 0 bytes of memory

BGP using 2436 total bytes of memory

BGP activity 9/0 prefixes, 9/0 paths, scan interval 60 secs

Neighbor v AS MsgRcvd MsgSent  Thlver Ing outQ Up/Down State/PfxRcd
192.168.78.2 4 100 18 17 10 0 0 00:11:22 8
R7E#

R7E#

R78#show ip bgp

BGP table wersion is 10, local router ID is 78.1.0.1

status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
r RIB-Failure, 5 stale, m multipath, b backup-path, f RT-Filter,
¥ best-external, a additional-path, c RIB-compressed,

origin codes: i - IGP, e - EGP, 7 - incomplete

RPKI validation codes: ¥ valid, I invalid, N Mot found

Network NexT Hop Metric LocPrf weight Path
= 74.1.0.0/24 192.168.78.2 0 0 100 1
= 74.1.1.0/24 192.168.78.2 0 0 100 1
= 74.1.2.0/24 192.168.78.2 0 0 100 1
= 74.1.3.0/24 192.168.78.2 0 0 100 1
= 75.1.0.0/24 192.168.78.2 0 100 1
=> 75.1.1.0/24 192.168.78.2 0 100 4
= 75.1.2.0/24 192.168.78.2 0 100 1
= 75.1.3.0/24 192.168.78.2 0 100 1
= 78.1.0.0/24 0.0.0.0 0 32768 1

R7B#

Since we have announced R78 loopback address in to BGP verify the routes on R74 and IBGP network.

R74#show ip bgp

BEGP table wversion is 56, local router ID s 10.74.1.1

Status codes: s suppressed, d damped, h history, #* wvalid, = best, i - 1internal,
r RIB-failure, 5 stale, m multipath, b backup-path, f RT-Filter,
®x best-external, a additional-path, ¢ RIB-compressed,

origin codes: i - IGP, & - EGP, 7 - incomplete

RPKI validation codes: ¥ walid, I inwvalid, N Mot found

Metwork Mext Hop Metric LocPrf weight Path
=> 74.1.0.0/24 0.0.0.0 0 32768 1
#> 74.1.1.0/24 0.0.0.0 0 32768 1
*> 74.1.2.0/24 0.0.0.0 0 32768 1
> 74.1.3.0/24 0.0.0.0 0 32768 1
=7 75.1.0.0/24 10.75.1.1 0 100 0 1
== 75.1.1.0/24 10.75.1.1 0 100 01
> 75.1.2.0/24 10.75.1.1 0 100 0 1
#»7 75.1.3.0/24 10.75.1.1 0 100 0
*> 7B.1.0.0/24 192_168.78.1 1] 0 300 4
R74#
r74#j

Check the reachability.
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R74#traceroute 78.1.0.1

Type escape sequence to abort.

Trac1n§ e route to 78.1.0.1

VRF info: {(vrf in name/id, wrf out name/id)
192.16E.78.1 1 msec ®* 1 msecC

R?4#p1ng 78.1.0.1

Type escape sequence to abort.

sending 5, 100-byte ICMP Echos to 78.1.0.1, timeout is 2 seconds:
rneni

success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms
R74#

Check the routing table in R74

______________ L | g e

R74#show ip route | in 78.1

B 78.1.0.0 [20/0] via 192.168.78.1, 00:14:28
R74#

rR74#

Now the same routes are propagated across iBGP network AS100.
Now we have issue here — Lets check in R76 for the route of 78.1.0.0/24

R76#show ip bgp

BGP table wersion is 9, local router ID is 10.76.1.1

Status codes: s suppressed, d damped, h history, #* wvalid, = best, i - internal,
r RIB-failure, 5 stale, m multipath, b backup-path, f RT-Filter,
®x best-external, a additional-path, ¢ RIB-compressed,

origin codes: i - IGP, & - EGP, 7 - incomplete

RPKI validation codes: ¥ walid, I inwvalid, N Mot found

Metwork Mext Hop Metric LocPrf weight Path
=>7 74.1.0.0/24 10.74.1.1 0 100 01
#>7 74.1.1.0/24 10.74.1.1 0 100 0 1
#»7 74.1.2.0/24 10.74.1.1 0 100 0
#»=7 74.1.3.0/24 10.74.1.1 0 100 01
=7 75.1.0.0/24 10.75.1.1 0 100 0 1
7 75.1.1.0/24 10.75.1.1 0 100 0 1
#>7 75.1.2.0/24 10.75.1.1 0 100 0 1
> 75.1.3.0/24 10.75.1.1 0 100 0 1
= i 78.1.0.0/24 192.168.78.1 0 100 0 300 17
R76#
R76#
R76#]

We can see BGP route, but when we check in routing table and reachability it fails.
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R76#show ip route
Codes: L - local, € - connected, S5 - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, © - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
El - 0OSPF external type 1, E2 - OSPF external type 2
i - I5-I5, su - IS-IS summary, L1 - IS-I5 level-1, L2 - I5-I5 level-2
ia - IS-IS inter area, ®* - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route, H - NHRP, 1 - LISF
a - application route
+ - replicated route, % - next hop override

Gateway of last resort is not set

10.0.0.0/32 is5 subnetted, 4 subnets

0 10.74.1.1 [110/11] via 192.168.76.2, 6d01h, Ethernet0/1
Q 10.75.1.1 [110/21] wvia 192.168.77.1, 6d01h, Ethernet(/0
[110/21] wia 192.168.76.2, 6d01lh, Ethernetd/1

C 10.76.1.1 is directly connected, Loopback0

Q 10.77.1.1 [110/11] wvia 192.168.77.1, 6d01h, Ethernetd/0
74.0.0.0/24 is subnetted, 4 subnets

B 74.1.0.0 [200/0] via 10.74.1.1, 01:25:48

B 74.1.1.0 [200/0] wvia 10.74.1.1, 01:25:48

B 74.1.2.0 [200/0] via 10.74.1.1, 01:25:48

B f4.1.3.0 'ZDDED' via 10.74.1.1, 01:25:48
75.0.0.0/24 is5 subnetted, 4 subnets

B 75.1.0.0 [200/0] wvia 10.75.1.1, 01:25:48

B 75.1.1.0 [200/0] via 10.75.1.1, 01:25:48

B 75.1.2.0 [200/0] via 10.75.1.1, 01:25:48

B 75.1.32.0 [200/0] wvia 10.75.1.1, 01:25:48

Q0 192.168.74.0/24 [110/20] wvia 192.168.76.2, 6d01lh, Ethernetd/1

0 192.168.75.0/24 [110/20] via 192.168.77.1, 6d0lh, Ethernet0/0
192.168.76.0/24 is variably subnetted, 2 subnets, 2 masks

C 192.168.76.0/24 1is directly connected, Ethernet0/1

L 192.168.76.1/32 1is directly connected, Ethernet0/1
192.168.77.0/24 is variably subnetted, 2 subnets, 2 masks

C 192.168.77.0/24 1is directly connected, Ethernet0/0

L 192.168.77.2/32 is directly connected, Ethernetd/0
192.168.84.0/24 s variably subnetted, 2 subnets, 2 masks

C 192.168.84.0/24 1is directly connected, Ethernet0/3

L 192_.168.84.2/32 is directly connected, Ethernetd/3
192.168.178.0/24 s variably subnetted, 2 subnets, 2 masks

C 192.168.178.0/24 is directly connected, Ethernet0/2

L 1 192.168.178.2/32 is directly connected, Ethernetd/2

R7GO#

Now 78.1.0.0/24 network in routing table and reachability fails.

R76#FCracer 78.1.0.1

Type escape sequence to abort.

Trac1ng e route to 7E.1.0.1
n

VRF 1n (vrf in name/id, wvrf out name/id)
o

2 L L L

3
R76#Fping 78.1.0.1
Type escape sequence to abort.
sending 5, 100-byte ICMP Echos to 78.1.0.1, timeout is 2 seconds:
Success rate is 0 percent (0/5)
R76#

This is because the route learning from Point to Point interface IP address, in which R76 have no visibility of that

IP.

The design issue - the next hop value that BGP reports must then be recused through some other IGP routing
protocol. BGP will rely on EIGRP, OSPF etc. BGP is for destinations outside our network that we’re trying to reach.
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So fix is always in iBGP required command next-hop-self

BE76#show run | sec r b

router bgp 100

bgp log-neighbor-changes
neighbor 10.74.1.1 remote-as 100

neighbor 10.74.1.1 update-source Loopback0
neighbor 10.74.1.1 next-hop-self
neighbor 10.75.1.1 remote-as 100
neighbor 10.75.1.1 update-source Loopback0
neighbor 10.75.1.1 next-hop-self
neighbor 10.77.1.1 remote-as 100
neighbor 10.77.1.1 update-source Loopback0
neighbor 10.77.1.1 next-hop-self

R76#

Now we verify the routing table, and reachability.

R76#show ip bgp

BGP table wversion is 10, local router ID is 10.76.1.1

Status codes: s suppressed, d damped, h history, = wvalid, = best, i - internal,
r RIBE-failure, 5 stale, m multipath, b backup-path, f RT-Filter,
¥ hest-external, a additional-path, ¢ RIB-compressed,

origin codes: i - IGP, & - EGP, 7 - incomplete

RPKI wvalidation codes: ¥ wvalid, I inwalid, N Mot found

Network Next Hop Metric LocPrf weight Path
#=7 74.1.0.0/24 10.74.1.1 0 100 01
==1 74.1.1.0/24 10.74.1.1 0 100 0
=7 74.1.2.0/24 10.74.1.1 0 100 01
== 74.1.3.0/24 10.74.1.1 0 100 01
=7 75.1.0.0/24 10.75.1.1 0 100 01
#=7 75.1.1.0/24 10.75.1.1 0 100 01
==1 75.1.2.0/24 10.75.1.1 0 100 0 i
=7 75.1.3.0/24 10.75.1.1 0 100 0 i
#=7 78.1.0.0/24 10.74.1.1 0 100 0 300 1
R76#
R76#
R76#

R76#show ib route | in 78.1
B 78.1.0.0 [200/0] wia 10.74.1.1, 00:03:05
R76#

BGP Authentication

BGP can configure MD5 authentication between two BGP peers, meaning that each segment sent on the TCP
connection between the peers is verified. MD5 authentication must be configured with the same password on
both BGP peers; otherwise, the connection between them will not be made.

The local router will attempt to maintain the peering session using the new password until the BGP hold-down
timer expires. The default time period is 180 seconds. If the password is not entered or changed on the remote
router before the hold-down timer expires, the session will time out.

Now we will configure Authentication between R74 and R78, that is AS100 and AS 300

WE configure R74 and observe on R74 errors ( since R78 has not configured with Password)
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R74#

HBEGP-5-MER_RESET: Neighbor 192.168.78.1 reset (FPeer closed the session)

HEGP-5-ADICHANGE: neighbor 192.168.78.1 Down Peer closed the session
HEGP_SESSION-5-ADJCHANGE : neighbor 192.168.78.1 IPv4 uUnicast topology base removed from s
ession Peer closed the session

R74#

LTCP-6-BADAUTH: No MDS digest from 192.168.78.1(51523) to 192.168.78.2(179) tableid -
R74#

%TCP-6-BADAUTH: No MD5 digest from 192.168.78.1(51523) to 192.168.78.2(179) tableid -
R7A#

%TCP-6-BADAUTH: No MD5 digest from 192.168.78.1(51523) to 192.168.78.2(179) tableid -
LTCP-6-BADAUTH: No MD5 digest from 192.168.78.1(179) to 192.168.78.2(31661) tableid -
R7A#

LTCP-6-BADAUTH: No MD5 digest from 192.168.78.1(179) to 192.168.78.2(31661) tableid -
LTCP-6-BADAUTH: No MD5 digest from 192.168.78.1(179) to 192.168.78.2(31661) tableid -
R74#

LTCP-6-BADAUTH: No MD5 digest from 192.168.78.1(179) to 192.168.78.2(31661) tableid -
LTCP-6-BADAUTH: No MD5 digest from 192.168.78.1(179) to 192.168.78.2(31661) tableid -
R74#

%TCP-6-BADAUTH: No MD5 digest from 192.168.78.1(51523) to 192.168.78.2(179) tableid -
R74#

o oo oo OO O O

R74

R74#show run | ser b

XBGP—5—ADICHANGE : neighbnr 192.168.78.1 uUp
R74#show run | se r

router bgp 100

bgp router-id 10.74.1.1

bgp 1og-neighbor-changes

bgp suppress-inactive

redistribute connected route-map 74_NET
neighbor 10.75.1.1 remote-as 100

neighbor 10.75.1.1 update-source Loopback0
neighbor 10.75.1.1 next-hop-self

neighbor 10.76.1.1 remote-as 100

neighbor 10.76.1.1 update-source Loopback0
neighbor 10.76.1.1 next-hop-self

neighbor 10.77.1.1 remote-as 100

neighbor 10.77.1.1 update-source Loopback0
neighbor 10.77.1.1 next-hop-self

neighbor 192.168.78.1 remote-as 300

neighbor 192.168.78.1 password bandiBGP
neighbor 192.168.78.1 update-source Ethernet0/3
neighbor 192.168.87.1 remote-as 200

neighbor 192.168.87.1 update-source Ethernetd/2
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R78# show run | ser b
router bgp 300

bgp router-id 10.78.1.1
bgp 1og-neighbor-changes

redistribute connecte TEB_NET
neighbor 192.168.78.2 remote-as 100
neighbor 192_168.78.2 bandiBGP

neighbor 192.168.78.2 update-source Ethernetl/3
R78#show ip bgp summary
BGP router identifier 10.78.1.1, local AS number 300
BGP table version is 114, main routing table version 114
31 network entries using 4340 bytes of memory
32 path entries u5iﬂﬂ 2560 bytes of memory
4/4 BGP path/bestpath attribute entries using 576 bytes of memory
2 BGP AS-PATH entries using 48 bytes of memor
0 BGP cache entries using 0 bytes of memory
0 BoP filter-1ist cache entries using O bytes of memory
BGP using 7524 total bytes of memory
BGP activity 147/116 prefixes, 152/120 paths, scan interval 60 secs

Neighbor v AS MsgRcvd MsgSent  Thlver InQ outQ Up/Down State/PfxRcd
192.168.78.2 4 100 10 5 114 0 0 00:00:30 29
R7E#

R74#show ip bgp neighbors 192.168.78.1 | include state|Flags
BGP state = Established, wup for 00:00:10

Connection state is ESTAE, I/0 status: 1, unread input bytes: 0

Status Flags: active open

Option Flags: nagle, path mtu capable, md5

r74#Q

BGP TTL Security

eBGP peers need to be (by default) directly connected. That is, the BGP packets generated by a BGP speaker
have a TTL of 1. When a BGP peer receives the packet, it decrements the TTL on ingress and process the packet
normally. If the BGP peer is more than one layer 3 hop away, the first router to receive the packet from the BGP
speaker will decrement the TTL of the packet. So in the case of a BGP peer multiple hops away, the eBGP packet
sent by the BGP speaker will have a TTL of one. The next router in the path to the peer will decrement the TTL to
0, realize it can’t forward the packet, drop it, and generate an ICMP TTL expired in transit back to Router 1.

So we need to use neighbour X.x.x.x ttl-security hop 2 ( example if the router 2 hops away)

BGP Peer Groups

You can group BGP neighbors who share the same outbound policies together in what is called a BGP peer group.
Instead of configuring each neighbor with the same policy individually, a peer group allows you to group the
policies which can be applied to individual peers thus making efficient update calculation along with simplified
configuration.

Requirements of Peer Groups

e Peer groups have these requirements:

e All members of a peer group must share identical outbound announcement policies (such as distribute-
list, filter-list, and route-map), except for default-originate, which is handled on a per-peer basis even for
peer group members.

¢ You can customize the inbound update policy for any member of a peer group.

e A peer group must be either internal (with internal BGP (iBGP) members) or external (with external BGP
(eBGP) members). Members of an external peer group have different autonomous system (AS) numbers.
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On our configuration we have R74 peering with Many Other Routers like R75, R76, R77

Now we configure peer groups on R74 and analyse the outcome.

Exiting Configuration:

R74#show run | sec r b

router bgp 100

bgp router-id 10.74.1.1

bgp 1og-neighbor-changes

bgp suppress-inactive

redistribute connected route-map 74_NET
neighbor 10.75.1.1 remote-as 100

neighbor 10.75.1.1 update-source Loopback0
neighbor 10.75.1.1 next-hop-self
neighbor 10.76.1.1 remote-as 100
neighbor 10.76.1.1 update-source Loopback0
neighbor 10.76.1.1 next-hop-self
neighbor 10.77.1.1 remote-as 100
neighbor 10.77.1.1 update-source Loopback0
neighbor 10.77.1.1 next-hop-self

neighbor 192.168.7 remote-as 300
neighbor 192_168.7
neighbor 192.168.7
neighbor 192.168.8
neighbor 192_168.8
R7A#

B.1
8.1 password bandiBGP

8.1 update-source Ethernetd/3
7.1 remote-as 200

7.1 update-source Ethernetd/2

We will make now peer group config with R75, R76, R77

R74#show run | se r bagp

router bgp 100

bgp router-id 10.74.1.1

bgp log-neighbor-changes

bgp suppress-inactive

redistribute connected route-map 74_NET
neighbor BEGP_FEER peer-group

neighbor BGP_PEER remote-as 100

neighbor BGP_PEER Ebgp—mu1tihap 4

neighbor BGP_FEER update-source Loopback0
neighbor BGP_PEER next-hop-self

neighbor 10.75.1.1 peer-group EGP_FEER

neighbor 10.76.1.1 peer-group BGP_FEER

neighbor 10.77.1.1 peer-group BGP_PEER

neighbor 192_168.78.1 remote-as 300

neighbor 192.168.78.1 password bandiBGP
neighbor 192.168.78.1 update-source Ethernet0/3
neighbor 192_168.87.1 remote-as 200

neighbor 192.168.87.1 update-source Ethernet0/2
R74#

Check bgp summary
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R/4#snow 1p Dgp summary

BGP router identifier 10.74.1.1, local AS number 100

BGP table version is 94, main routing table wersion 94

31 network entries using 4340 bytes of memory

36 path entries usin% 2BB0 bytes of memory

4/4 BGP path/bestpath attribute entries using 576 bytes of memory
2 BGP AS-PATH entries using 48 bytes of memor

0 BGP route-map cache entries using O bytes of memory

0 BGP filter-Tist cache entries using 0 bytes of memory

BGP using 7844 total bytes of memory

BGP activity 40/9 prefixes, 73/37 paths, scan interval 60 secs

Neighbor v AS MsgrRcvd MsgSent Tbhlver Ing OutQ Up/Down State/Pfxrcd
10.75.1.1 4 100 7 7 94 0 0 00:00:18 7
10.76.1.1 4 100 7 2] a4 0 0 00:00:10 7
10.77.1.1 4 100 7 2] a4 0 0 00:00:17 7
192_168.78.1 4 300 29 36 63 0 0 00:22:30 3
192_168_87.1 4 200 B421 6489 63 0 0 4dooh 2

A o e

T A Ee

R74# show ip bgp update-group
BGF version 4 update-group 1, external, Address Family: IPv4d Unicast
BGP Update wversion : 32/0, messages O
Topology: global, highest wersion: 32, tail marker: 32
Format state: Current working (oK, Tast minimum advertisement interwval)
rRefresh blocked (not in Tist, last not in 1ist)
Update messages formatted 6, replicated 12, current 0, refresh 0, Timit 1000
Number of NLRIs in the update sent: max 10, min 0
Minmimum time between advertisement runs is 30 seconds
Has 2 members:
192.168.78.1 192.168.87.1

BGF version 4 update-group 2, internal, Address Family: IPv4d Unicast
BGP Update wversion : 32/0, messages 0
Route-reflector Client
NEXT_HOP is always this router for eBGP paths
Topology: global, highest wersion: 32, tail marker: 32
Format state: Current working (oK, Tast not in Tist)
refresh blocked (not in 1ist, last not in 1ist)

Update messages formatted 11, replicated 18, current 0, refresh 0, Timit 1000
Mumber of NLRIs in the update sent: max 10, min 0
Minmimum time between advertisement runs is 0 seconds

Has 3 members:

10.75.1.1 10.76.1.1 10.77.1.1

R74#

R74# show ip bgp replication

current Next
Index Members Leader MsgFmt MsgRep] Csize Version Version
1 2 192.168.78.1 6 12 0,/1000 32/0
2 3 10.75.1.1 11 18 0,/1000 32/0
R74#
BGP Active / Passive

Neighbours with the lowest BGP router identifier will establish the connection to the remote peer via TCP port
179, the source port will be random. We can modify this behaviour with a few simple commands.

neighbour x.x.x.x transport connection-mode passive (or active)

let’s verify here who is active and passive
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you can use below 2 command to verify

R74#show ip bgp neighbors | in host

Local host: 10.74.1.1, Local port: 179
Foreign host: 10.75.1.1, Foreign port: 23623
Local host: 10.74.1.1, Local port: 36868
Foreign host: 10.76.1.1, Foreign port: 179
Local host: 10.74.1.1, Local port: 179
Foreign host: 10.77.1.1, Foreign port: 43664
Local host: 192.168.78.2, Local port: 15140
Foreign host: 192.168.78.1, Foreign port: 179
Local host: 192.168.87.2, Local port: 34127
Fcreiﬁﬂ host: 192.168.87.1, Foreign port: 179

R74#show tcp brief

TCB Local Address Foreign Address
C23B1048 192.168.78.2.15140 192.168.78.1.179
C5411DA8 192.168.87.2.34127 192.168.87.1.179
Ci67BAGE 10.74.1.1.179 10.75.1.1. 23623
C31FFA1E 10.74.1.1. 36B6E 10.76.1.1.179
C635Dp4A38 10.74.1.1.179 10.77.1.1.43664
R74#

R74 listening from R75 and R77 on the above example (that means it is passive)

R74 initiated connected to R76 that means it is BGP active.

Now we make R74 as active (| have changed peer group so all the config same )

R74#show run | secr b
router bgp 100

bgp router-id 10.74.1.1
bgp Tlog-neighbor-changes
bgp suppress-inactive
redistribute connected route-map 74_NET

neighbor BEGP_FEER peer-group

neighbor BGP_PEER remote-as 100

neighbor BGP_PEER transport connection-mode actiwve
neighbor BEGP_FEER ebgp-multihop 4

neighbor BGP_PEER upgate—suurce Loopback0

neighbor BGP_PEER next-hop-self

neighbor 10.75.1.1 peer-group EGP_FEER

neighbor 10.76.1.1 peer-group BGP_PEER

neighbor 10.77.1.1 peer-group BGP_PEER

neighbor 192_168.78.1 remote-as 300

neighbor 192.168.78.1 bandiBGP

neighbor 192_168.78.1 update-source Ethernetl/3
neighbor 192.168.87.1 remote-as 200

neighbor 192.168.87.1 update-source Ethernet0/2
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(state)
ESTAB
ESTAB
ESTAB
ESTAB
ESTAB

We verify here: R74 is intiating the connection, other routers listening on port 179

R74#show ip bgp neighbors | in host

Local host: 10.74.1.1, Local port: 21111
Foreign host: 10.75.1.1, Foreign port: 179
Local host: 10.74.1.1, Local port: 37799
Foreign host: 10.76.1.1, Foreign port: 179
Local host: 10.74.1.1, Local port: 36040
Foreign host: 10.77.1.1, Foreign port: 179
Local host: 192.168.78.2, Local port: 45469
Foreign host: 192_168.78.1, Foreign port: 179
Local host: 192.168.87.2, Local port: 28107
Foreign host: 192.168.87.1, Foreign port: 179

R74#]
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rR74#show tcp brief

TCBE Local Address Foreign Address {state)
C367C168 192.168.87.2.28107 192_.168.87.1.179 ESTAB
C3200118 10.74.1.1.21111 10.75.1.1.179 ESTAB
C3F31F7E 10.74.1.1. 36040 10.77.1.1.179 ESTAB
CI1IFCBOO 192.168.78.2.45469 192_.168.78.1.179 ESTAB
C3F31878 10.74.1.1.37799 10.76.1.1.179 ESTAB
R74#

BGP path MTU discovery :

When a host generates Data, the packetization layer (TCP/UDP) will decide the packet size based on the MTU size
of the outgoing interface. When the packet traverses along the path to ultimate destination, it may get
fragmented if the MTU of outgoing interface on any router is less than the packet size. Packet fragmentation on
intermittent router is always considered inefficient as it may result in below:

1. One fragment lost will result in entire packet sent from the source.
2. Introduce CPU/buffer burden.

Path MTU Discovery is introduced to reduce the chances of IP packet getting fragmented along the path. The
ultimate source will use this feature to identify the lowest MTU along the path to destination and will decide the
packet size.

BGP support for Path MTU Discovery

Introducing Path MTU Discovery on BGP session allows the BGP router to discover the best MTU size along the
path to neighbor resulting in efficient way of exchanging BGP packets.

R74#sh ip bgp neighbors | 1 Data
Datagrams (max data segment is 1460 bytes):
Datagrams (max data segment is 1460 bytes):
Datagrams (max data segment is 1460 bytes):
Datagrams (max data segment is 1460 bytes):
Datagrams (max data segment is 1460 bytes):
R74#sh ip bg neighbors | i tcp
TFaﬂSpDFt%th} path-mtu-discovery is enabled
Transport(tcp) path-mtu-discovery 1is enabled
Transport{tcp) path-mtu-discovery is enabled
Transport(tcp) path-mtu-discovery 1is enabled
Transport(tcp) path-mtu-discovery is enabled
R74#

2.7.e Implement and troubleshoot scalability
2.7.e [i] Route-reflector, cluster

Within BGP there are two common ways to build a BGP network.
- Full Mesh ( we have configured as of now above example)
- Route Reflector.

BGP Route Reflector

A route reflector can have three types of peers:
EBGP peers

239



Balaji Bandi CCIE Journey 2019

client peers,
nonclient peers.

EBGP peers are neighbors in a different AS number, including peers in

different Sub-ASs in confederation.

Client peers are iBGP neighbors that have the route-reflector-client statement configured.

Non-client peers are normal iBGP peers that do not have the route-reflector-client statement configured.
Routing advertisements sent from the route reflector must conform to the following three

rules:

1. Routes learned from EBGP peers can be sent to other EBGP peers, clients, and nonclients.

2. Routes learned from client peers can be sent to EBGP peers, other client peers, and

non-clients.

3. Routes learned from non-client peers can be sent to EBGP peers, and client peers, but not other non-clients.

In the simplest of route-reflection designs, a central peering point is chosen for all devices in the iBGP domain,
and all peers of this device are defined as clients.

Now we make R74 as Route-Reflector and R75,R76, R77 as clients
2Ways to configure- either use neighour command mention client as below :
neighbor x.x.x.x route-reflector-client

or add route-reflector-client to peer-group as below

B74# show run | ser b

router bgp 100

bgp router-id 10.74.1.1

bgp log-neighbor-changes

bgp suppress-inactive

redistribute connected 74_NET
neighbor BGP_PEER peer-group

neighbor BGP_PEER remote-as 100

neighbor BEGP_FEER transport connection-mode active
neighbor BGP_PEER ebgp—mu1tihup 4

neighbor BGP_PEER update-source Loopback0
neighbor BGP_FEER route-reflector-client
neighbor BGP_PEER next-hop-self

neighbor 10.75.1.1 peer-group EGP_FEER

neighbor 10.76.1.1 peer-group BGP_PEER

neighbor 10.77.1.1 peer-group BGP_PEER

neighbor 192_168.78.1 remote-as 300

neighbor 192.168.78.1 bandiBGP
neighbor 192.168.78.1 update-source Ethernet(/3
neighbor 192_168.87.1 remote-as 200

neighbor 192.168.87.1 update-source Ethernet(/2
R74

R74 has all peers

240



Balaji Bandi CCIE Journey 2019

R/4#show 1p bgp summary

BGP router identifier 10.74.1.1, local As number 100

BEGP Table version is 66, main routing table wversion 66

31 network entries using 4340 bytes of memory

36 path entries u5iﬂﬂ 2B80 bytes of memory

4/4 BGP path/bestpath attribute entries using 576 bytes of memory
2 BGP AS-PATH entries using 48 bytes of memor

0 BGP route-map cache entries using 0 bytes of memory

0 BGP filter-Tist cache entries using 0 bytes of memory

BGP using 7844 total bytes of memory

BGP activity 133/102 prefixes, 202/166 paths, scan interval 60 secs

Neighbor v As MsgRcvd Msgsent Thlver Ing outQ Up/Down State/PfxRcd
10.75.1.1 4 100 7 14 66 0 0 00:02:26 7
10.76.1.1 4 100 7 11 66 0 0 00:02:26 7
10.77.1.1 4 100 7 14 66 0 0 00:02:26 7
192.168.78.1 4 300 10 13 66 0 0 00:05:05 3
192.168.87.1 4 200 10 13 66 0 0 00:05:05 2
rR74#]

R75 R76 ad R77 only peer with R74

GBS sTow 1o Bgp sumnary

BGP router identitier 10.75%.1.1, local AS number 100

BGP Table version is 58, main routing table wversion 58

31 network entries using 4340 bytes of memory

32 path entries u5iﬂﬂ 2560 bytes of memory

4/4 BGP path/bestpath attribute entries using 576 bytes of memory

2 BGP rrinfo entries using 48 bytes of memory

2 BGP AS-PATH entries using 48 bytes of memur¥

0 BGP route-map cache entries using O bytes of memory

0 BeP filter-list cache entries using 0 bytes of memory

BGP using 7572 total bytes of memory

BGP activity 93/62 prefixes, 132/100 paths, scan interval 60 secs

Neighbor v As MsgRcvd MsgSent Thlver InQ outQ Up/Down State/PfxRcd
10.74.1.1 4 100 15 B 58 0 0 00:03:02 25
R75#

g orow 1o Bgp surnary

BGP router identitier 76.1.3.1, local AS number 100

BGP Table version is 86, main routing table wversion 86

31 network entries using 4340 bytes of memory

32 path entries u5iﬂﬂ 2560 bytes of memory

4/4 BGP path/bestpath attribute entries using 576 bytes of memory

2 BGP rrinfo entries using 48 bgtes of memory

2 BGP AS-PATH entries using 48 bytes of memor

0 BGP route-map cache entries using O bytes of memory

0 BeP filter-list cache entries using 0 bytes of memory

BGP using 7572 total bytes of memory

BGP activity 108/77 prefixes, 146/114 paths, scan interval 60 secs

Neighbor v As MsgRcvd MsgSent Thlver InQ outqQ Up/Down State/PfxRcd
10.74.1.1 4 100 12 B BG 0 0 00:03:009 25
o 1o bap sumnar

BGP router 1dentifier 77.1.3.1, local AS number 100

BGP Table wversion is 60, main routing table wersion &0

31 network entries using 4340 bytes of memory

33 path entries u5iﬂ% 2640 bytes of memory

4/4 BGP path/bestpath attribute entries using 576 bytes of memory

2 BGP rrinfo entries using 48 bytes of memory

2 BGP AS-PATH entries using 48 bytes of memur¥

0 BGP route-map cache entries using O bytes of memory

0 BGP filter-1list cache entries using 0 bytes of memory

BGP using 7652 total bytes of memory

BGF activity 107/76 prefixes, 133/100 paths, scan interval 60 secs

Neighbor v As MsgRcvd MsgSent  Tblver InQ outq Up/Down State/PfxRcd
10.74.1.1 4 100 15 B &0 0 0 00:03:13 26
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And routes learned from other peers

R75#show ip bgp

BGP table version is 58, local router ID is 10.75.1.1

Status codes: s suppressed, d damped, h history, #* valid, > best, i - internal,
r RIB-failure, 5 stale, m multipath, b backup-path, f RT-Filter,

X best-external, a additional-path, ¢ RIB-compressed,
origin codes: i - IGP, e - EGP, 7 - incomplete
RPKI validation codes: ¥ walid, I invalid, N Not found
Network Next Hop Metric LocPrf weight Path
r=1 10.74.1.1/32 10.74.1.1 0 100 01
=> 10.75.1.1/32 0.0.0.0 0 32768 1
r=i 10.76.1.1/32 10.76.1.1 0 100 0 A
r=i 10.77.1.1/32 10.77.1.1 0 100 01
=>7 10.78.1.1/32 10.74.1.1 0 100 0 300 7
=~j 10.87.1.1/32 10.74.1.1 0 100 0 200 7
=7 74.1.0.0/24 10.74.1.1 0 100 01
==1 74.1.1.0/24 10.74.1.1 0 100 0 1
=i 74.1.2.0/24 10.74.1.1 0 100 01
*>7 74.1.3.0/24 10.74.1.1 0 100 01
#>7 74.1.5.0/24 10.74.1.1 0 100 0 A
==  75.1.0.0/24 0.0.0.0 0 32768 1
*> 75.1.1.0/24 0.0.0.0 0 32768 1
= 75.1.2.0/24 0.0.0.0 0 32768 1
MNetwork Mext Hop Metric LocPrf weight Path
== 75.1.3.0/24 0.0.0.0 0 32768 1
*=j 76.1.0.0/24 10.76.1.1 0 100 01
*>i 76.1.1.0/24 10.76.1.1 0 100 01
#=7 76.1.2.0/24 10.76.1.1 0 100 0 A
#=~j 76.1.3.0/24 10.76.1.1 0 100 01
*=»i 77.1.0.0/24 10.77.1.1 0 100 01
#~j F77.1.1.0/24 10.77.1.1 0 100 01
=i 77.1.2.0/24 10.77.1.1 0 100 01
== 77.1.3.0/24 10.77.1.1 0 100 0 1
=~j 78.1.0.0/24 10.74.1.1 0 100 0 300 7
*>j 172.16.88.0/24 10.74.1.1 0 100 0 200 7
# 4 192.168.74.0 10.74.1.1 0 100 0 A
= 0.0.0.0 0 32768 1
> 192.168.75.0 0.0.0.0 0 32768 1
r=1 192.168.76.0 10.74.1.1 0 100 01
r>i 192.168.77.0 10.76.1.1 0 100 01
#>7 192.168.78.0 10.74.1.1 0 100 0 1
#=j 192.168.87.0 10.74.1.1 0 100 01

R75#

Observe that routes are learned from the orginal routers
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R75#show ip route 76.1.1.1
Routing entry for 76.1.1.0/24
known via ‘'bgp 100", distance 200, metric 0, tType internal
Last update from 10.76.1.1 00:06:16 ago
Routing Descriptor Blocks:
= 10.76.1.1, from 10.74.1.1, 00:06:16 ago
Route metric is 0, traffic share count is 1
AS Hops 0O
MPLS label: none
R75#show ip route 77.1.1.1
Routing entry for 77.1.1.0/24
Known via 'bgp 100", distance 200, metric 0O, type internal
Last update from 10.77.1.1 00:16:32 ago
Routing Descriptor Blocks:
® 10.77.1.1, from 10.74.1.1, 00:16:32 ago
Route metric is 0, traffic share count is 1
AS Hops O
MPLS label: none
R75#show ip route 74.1.1.1
Routing entry for 74.1.1.0/24
known via "bgp 100", distance 200, metric 0, tType internal
Last update from 10.74.1.1 00:16:39 ago
Routing Descriptor Blocks:
= 10.74.1.1, from 10.74_.1.1, 00:16:39 ago
Route metric is 0, traffic share count is 1

AS Hops 0

MPLS label: none
rR75#
Verification

R75#show ip ng F7.1.1.1 255.255.255.0
BGF routing table entry for 77.1.1.0/24, version 56
Paths: {1 available, best #1, table default)
Not advertised to any peer
refresh Epoch 2
Local
10.77.1.1 (metric 11) from 10.74.1.1 {10.74.1.1)
origin IGP, metric 0, localpref 100, wvalid, internal, best
originator: 77.1.3.1, Cluster list: 10.74.1.1
rx pathid: 0, tx pathid: 0x0
R7O#

Route-Reflector does not have loop prevention, so we need to implement loop prevention 2 mothods.

1. BGP router-id ( bgp router-id x.x.x.x)
2. Cluster ID ( bgp cluster-id x.x.x.x)

Route Reflector Clusters

R74#show ip bgp cluster-ids
Global cluster-id: 10.74.1.1 (configured: 0.0.0.0)

BGP client-to-client reflection: configured Used
all (inter-cluster and intra-cluster): ENABLED
intra-cluster: ENABLED ENABLED

List of cluster-ids:
Cluster-id #-neighbors c2c-rfl1-cFra c2C-rfl1-uUsE
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R7d#show ip ng 75.1.1.1
BGP routing table entry for 75.1.1.0/24, wversion 58
Paths: (1 available, best #1, table default)
Advertised to update-groups:
g 11
refresh Epoch 1
Local, (Received from a RR-client)
10.75.1.1 {(metric 11) from 10.75.1.1 (10.75.1.1)
origin IGP, metric 0, localpref 100, walid, internal, best
rx pathid: 0, tx pathid: 0Ox0
rR74#f

R74#show ip bgp update-group
BGP version 4 update-group 9, external, Address Family: IPv4 Unicast
BGF Update wversion : 66/0, messages 0
Topology: global, highest version: 66, tail marker: 66
Format state: Current working (oK, last minimum advertisement interwval)
rRefresh blocked (not in 1list, last not in 1ist)
Update messages formatted 6, replicated 12, current 0, refresh 0, Timit 1000
Mumber of NLRIs in the update sent: max 17, min 0O
Minimum time between advertisement runs is 30 seconds
Has 2 members:
192_.168.78.1 192_168.87.1

BGP version 4 update-group 11, internal, Address Family: IPv4 Unicast
BGPF Update version : 66/0, messages 0
Route-Reflector Client
MEXT_HOP is always this router for eBGP paths
Topology: global, highest version: 66, tail marker: 66
Format state: Current working (0K, last not in Tist)
refresh blocked (not in 1list, last not in 1list)

Update messages formatted 13, replicated 17, current 0, refresh 0, Timit 1000
Number of NLRIs in the update sent: max 10, min 0
Minimum time between advertisement runs is 0 seconds

Has 3 members:

10.75.1.1 10.76.1.1 10.77.1.1

R74A#

For reference clustering

https://www.cisco.com/c/en/us/support/docs/ip/border-gateway-protocol-bgp/200153-BGP-Route-
Reflection-and-Multiple-Cluste.html

2.7.e [ii] Confederations
BGP Confederation is to divide an AS into multiple AS’s and assign the whole group to a single confederation.
Each AS alone has iBGP fully meshed. To the outside world, the confederation appears to be a single AS.
The configuration steps for BGP confederations are very straight forward.
e Define the confederation ID (The real AS number)

e Define the confederation peer
e Define the neighbors
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Even though the engineer can break up the autonomous system into smaller, more manageable autonomous
systems, the only thing that changes is the AS CONFED_SEQ and AS_CONFED_SET values.(If aggregation is used)
Other attributes, such as med, local preference, and next hop are not changed. When designing BGP
confederations, it's common practice to use the private AS range to denote a sub-autonomous system. The
private AS numbers available for use is 64512 — 65535.
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In the example lab, we configure confederation,
R74, R75 belong to AS 65574

R76 belong to AS 65576

R77 belong to AS 65577

They are part of AS 100

Note : "directly connected check" is performed for all eBGP peers having either ebgp-multihop 1 or no ebgp-
multihop configured. If ebgp-multihop 2 or more is configured for a neighbor, this check is not performed

Here is the config
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R?Mﬁm
router bgp 65574

bgp router-id 10.74.1.1

bgp Tog-neighbor-changes

bgp confederation identifier 100

bgp confederation peers 65576

bgp scan-time 5

redistribute connected route-map 74_NET

R75#show run | ser b

router bgp 65574

bgp router-id 10.75.1.1

bgp log-neighbor-changes

bgp confederation identifier 100
bgp confederation peers 65577

bgp scan-time 5

neighbor 10.75.1.1 remote-as 65574 redistribute connected route-map 75_NET
nejgnggr 10.75.1.1 update-source Loopback0 neighbor 10.74.1.1 remote-as 65574

ﬂg}ghbo: ig:;g:i:i EEMSEEG?§1333?3 neighbor 10.74.1.1 update-source Loopback0
neighbor 10.76.1.1 upgate—source Loopback0 ne1ghbﬂr 10.77.1.1 remote-as 65577

neighbor 10.76.1.1 next-hop-self neighbor 10.77.1.1 ebgp-multihop 3

neighbor 192.168.78.1 remote-as 300 neighbor 10.77.1.1 update-source Loopback0
neighbor 192.168.78.1 password bandiBGP mes

neighbor 192.168.78.1 update-source Ethernet0/3

neighbor 192.168.87.1 remote-as 200

neighbor 192.168.87.1 update-source Ethernet0/2

R76#show run | ser b R77#show run | se r b

router bgp 65576

bgp router-id 10.76.1.1

bgp Tog-neighbor-changes

bgp confederation identifier 100

bgp confederation peers 65574 65577

bgp scan-time 15

redistribute connected route-map 76_NET
neighbor 10.74.1.1 remote-as 65574
neighbor 10.74.1.1 ebgp-multihop 3
neighbor 10.74.1.1 update-source Loopback0
neighbor 10.77.1.1 remote-as 65577
neighbor 10.77.1.1 ebgp-multihop 3
neighbor 10.77.1.1 update-source Loopback0

router bgp 65577

bgp router-id 10.77.1.1

bgp Tog-neighbor-changes

bgp confederation didentifier 100

bgp confederation peers 65574 65576

bgp scan-time 15

redistribute connected route-map 77_NET
neighbor 10.75.1.1 remote-as 65574
neighbor 10.75.1.1 ebgp-multihop 3
neighbor 10.75.1.1 update-source Loopback0
neighbor 10.76.1.1 remote-as 65576
neighbor 10.76.1.1 ebgp-multihop 3
neighbor 10.76.1.1 update-source Loopback0

nTFrE

Verification :

R74#show ip bgp summary

BGP router identifier 10.74.1.1, local AS number 65574

BGP table version is 1108, main routing table wversion 1108

31 network entries using 4340 bytes of memory

40 path entries using 3200 bytes of memory

7/7 BGP path/bestpath attribute entries using 1008 bytes of memory
5 BGP AS-PATH entries using 120 bytes of memory

0 BGP route-map cache entries using 0 bytes of memory

0 BGP filter-1ist cache entries using 0 bytes of memory

BGP using 8668 total bytes of memory

BGP activity 31/0 prefixes, 575/535 paths, scan interval 5 secs

Neighbor v AS Msgrcvd MsgSent Thlver Ing outqQ uUp/Down State/PFxRcd
10.75.1.1 4 63574 245 246 1108 0 0 00:23:56 18
10.76.1.1 4 65576 19 22 1108 0 0 00:10:48 7
192.168.78.1 4 300 31 36 1108 0 0 00:24:54 3
192_168.87_1 4 200 32 35 1108 0 0 00:24:55 2
R7A4#
R76#sh ip bgp | b O
origin codes: i - IGP, & - EGP, 7 - incomplete
RPKI wvalidation codes: v valid, I invalid, N Not found
Network Next Hop Metric LocPrf weight Path

r 10.74.1.1/32 10.74.1.1 0 0 (65577 65574) i

r= 10.74.1.1 0 100 0 (65574) 1

r 10.75.1.1/32 10.75.1.1 0 100 0 (65577 65574) i
r= 10.74.1.1 0 100 0 (65574) 1

#> 10.76.1.1/32 0.0.0.0 0 32768 1

r 10.77.1.1/32 10.77.1.1 0 100 0 (65577) 1

r= 10.74.1.1 0 100 0 (65574 65577) i

# 10.78.1.1/32 192_168_.78.1 0 100 0 (65577 65574) 300 7

R 10.74.1.1 0 100 0 (65574) 300 7

# 10.87.1.1/32 192_168_.87.1 0 100 0 (65577 65574) 200 7

R 10.74.1.1 0 100 0 (65574) 200 7

# 74.1.0.0/24 10.74.1.1 0 100 0 (65577 65574) 1

e 10.74.1.1 0 100 0 (65574) 1

# 74.1.1.0/24 10.74.1.1 0 100 0 (65577 65574) 1

e 10.74.1.1 0 100 0 (65574) 1

# 74.1.2.0/24 10.74.1.1 0 100 0 (655??_655?4) i
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R77#sh ip bgp | b ©
origin codes: i - IGP, & - EGP, 7 - incomplete
RPKI validation codes: v valid, I invalid, N Not found

Metwork Mext Hop Metric LocPrf weight Path
r 10.74.1.1/32 10.74.1.1 0 100 0 (65576 &65574) 1
rs 10.74.1.1 0 100 0 (65574) i
r 10.75.1.1/32 10.74.1.1 0 100 0 (65576 65574) 1
r 10.75.1.1 0 100 0 (65574) 1
r> 10.76.1.1/32 10.76.1.1 0 100 0 (65576) 1
== 10.77.1.1/32 0.0.0.0 0 32768 i
b 10.78.1.1/32 10.74.1.1 0 100 0 (65576 65574) 300 7
T 192.168.78.1 0 100 0 (65574) 300 7
® 10.87.1.1/32 10.74.1.1 0 100 0 (65576 65574) 200 7
n 192_.168.87.1 0 100 0 (65574) 200 7
= 74.1.0.0/24 10.74.1.1 0 100 0 (65576 65574) 1
= 10.74.1.1 0 100 0 (65574} 1
® 74.1.1.0/24 10.74.1.1 0 100 0 (65576 &65574) 1
> 10.74.1.1 0 100 0 (65574 i
= 74.1.2.0/24 10.74.1.1 0 100 0 (65576 65574) 1
= 10.74.1.1 0 100 0 (65574} 1

Best route selection:

R77# show ip b?p 78.1.0.0/24
BGP routing table entry for 78.1.0.0/24, version 26
Paths: (2 available, best #2, table default)
Advertised to update-groups:
1

refresh Epoch 1
(65576 65574) 300
10.74.1.1 (metric 21) from 10.76.1.1 (10.76.1.1)
origin incomplete, metric 0, localpref 100, wvalid, confed-external
rx pathid: 0, tx pathid: 0
refresh Epoch 1
(65574) 300
192.168.78.1 (metric 21) from 10.75.1.1 (10.75.1.1)
origin incomplete, metric 0, localpref 100, valid, confed-external, best
rx pathid: 0, tx pathid: Ox0
rR77£8

2.7.e [iii] Aggregation, AS set

Route aggregation is the key for information hiding. It is critical to BGP because of the tremendous amount of
routing information passed on the Internet. There are three basic ways to do summarization in BGP:

e Create a summary prefix in IGP and advertise it into BGP using the network command. This is usually
accomplished by creating a static route to NullO in the routing table of the advertising router. This is a
common way to advertise local prefixes into BGP. However, you cannot summarize external BGP prefixes
using this method.

e Use auto-summarization. As discussed in another task, this method summarizes networks to their classful
boundaries and only applies to redistributed prefixes or when using the classful network command. It is
not used in modern networks.

e Summarize prefixes found in BGP tables by using the aggregate-address command. This is the most
flexible way to do summarization, because it may be applied to any paths learned by the BGP speaker.

The summarization in BGP can be done with the aggregate command. However, this aggregate command when
enabled the router will automatically send this aggregated updated to all of its neighbor by default. Sometimes,
we do not want to advertise the aggregated route to all of the neighbor. We use the unsuppressed-map
command to help us accomplish this.
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Suppress-Map
Unsuppress-Map
Inject-Map
Advertise-Map
Attribute-Map
Exist-Map
Non-exist-map

R74 we aggregate for the loopback address 74.1.0.0/22 to other AS

router bgp 100

bgp router-id 10.74.1.1

bgp log-neighbor-changes

bgp suppress-inactive

aggregate-address 74.1.0.0 255.255.252.0
redistribute connected route-map 74_NET
neighbor BGP_FEER peer-group

neighbor BGP_FEER remote-as 100

neighbor BGF_FEER Transport connection-mode active
neighbor BGP_FEER ebgp-multihop 4

neighbor BGP_FEER update-source Loopback0
neighbor BGF_FPEER route-reflector-client
neighbor BGP_FEER next-hop-self

neighbor 10.75.1.1 peer-group BEGP_FEER

neighbor 10.76.1.1 peer-group BGP_PEER

neighbor 10.77.1.1 peer-group BGP_PEER

neighbor 192.168.78.1 remote-as 300

neighbor 192.168.78.1 bandiBGP
neighbor 192.168.78.1 update-source Ethernet0/3
neighbor 192.168.87.1 remote-as 200

neighbor 192.168.87.1 update-source Ethernetl/2

Let’s check verification: ( you see summary not blocking here for the specifics).

R78#show ip bgp | in 74.1

= 10.74.1.1/32 192.168.78.2 0 0 100 4
®> 74.1.0.0/24 192.168.78.2 0 0 100 1
> 74.1.0.0/22 192.168.78.2 0 0 100 4
= 74.1.1.0/24 192.168.78.2 0 0 100 1
== 74.1.2.0/24 192.168.78.2 0 0 100 1
= 74.1.3.0/24 192.168.78.2 0 0 100 4

Now we observe that aggregated address send summarise and also sending other routes.

So BGP has flexibility to how we like to use summarisation. We can do inside and outside — specific to neighbour
With filter

Aggregation with Filter:

Let’s filter the specifics route summarisation to R78
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router bgp 100

bgp router-id 10.74.1.1

bgp 1og-neighbor-changes

bgp suppress-inactive

aggregate—address 74.1.0.0 255.255.252.0
redistribute connected route-map 74_MET
neighbor BGP_PEER peer-group

neighbor BGP_PEER remote-as 100

neighbor BGP_FEER Transport connection-mode active
neighbor BGP_PEER ebgp-multihop 4

neighbor BGP_FEER update-source Loopback0
neighbor BGP_PEER route-reflector-client
neighbor BGP_PEER next-hop-self

neighbor 10.75.1.1 peer-group EGP_FEER

neighbor 10.76.1.1 peer-group BGP_PEER

neighbor 10.77.1.1 peer-group BGP_PEER

neighbor 192.168.78.1 remote-as 300

neighbor 192.168.78.1 password bandiBGP
neighbor 192.168.78.1 update-source Ethernetl/3
neighbor 192.168.78.1 prefix-1list SUM_BB out
neighbor 192.168.87.1 remote-as 200

neighbor 192.168.87.1 update-source Ethernetl/2
neighbor 192.168.87.1 prefix-list SUM_BB out

I

{p forward-protocol nd
I

no ip http server
no ip http secure-server
I

T .

ip prefix-1list SUM_BB seq 5 deny 74.1.0.0/22 ge 24
ip prefix-1ist SUM_BE seq 10 permit 0.0.0.0/0 le 32

Now we verify AS 200 (R78) and AS 300 ( R87)

R7B#show ip bgp | in 74.1
= 10.74.1.1/32 192_168.78.2 0 0 100 1
* 74.1.0.0/22 192.168.78.2 0 0 100 1
R7B#show ip th 74.1.0.0/22
BGP routing table entry for 74.1.0.0/22, version 524
Paths: (1 available, best #1, table default)
WOt advertised to any peer
refresh Epoch 4
100, (aggregated by 100 10.74.1.1)
192_168.78.2 from 192.168.78.2 (10.74.1.1)
origin IGP, metric 0, localpref 100, valid, external, atomic-aggregate, best
rx pathid: 0, tx pathid: 0x0
r78#]

RE7#show ip bgp | in 74.1
= 10.74.1.1/32 192.168.87.2 0 0 100 1
= 74.1.0.0/22 192.168.87.2 0 0 100 1
RE7#show ip bgg 74.1.0.0/22
BEGP routing table entry for 74.1.0.0/22, version 469
Ppaths: (1 available, best #1, table default)
Mot advertised to any peer
refresh Epoch 4
100, (aggregated by 100 10.74.1.1)
192.168B.87.2 from 192.168.87.2 (10.74.1.1)
origin IGP, metric 0, localpref 100, valid, external, atomic-aggregate, best
rx pathid: 0, tx pathid: 0x0
r87#
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For now, internal iBGP we send specific router and deny Summary.

router bgp 100
bgp router-id 10.74.1.1
bgp Tlog-neighbor-changes
bgp suppress-inactiwve
aggregate—address 74.1_.0.0 255.255.252_0
redistribute connected route-map 74_NET

neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor

ip
1

- =
[=]=]

S T T T T
oD T

Verify on iBGP router R75 for the 74.x.x.x network routes. ( you do not see summary route 74.1.0.0/22) compare

BGP_PEER
BGP_PEER
BGP_PEER
BGP_PEER
BGP_PEER
BGP_PEER
BGP_FEER
BGP_FPEER pre
10.75.1.1 pe
10.76.1.1 pe
10.77.1.1 pe
192.168.78.1
192.168.78.1
192.168.78.1
192.168.78.1
192.168.87.1
192.168.87.1
192.168.87.1

pee
rem
tra
eb

up

forward-protocol nd

ip http server
ip http secure-serwver

prefix-1list SUM_BB seq 5 deny 74.1.0.0/22
prefix-1list SUM_BE seq 10 permit 0.0.0.0/0 le 32

r-group
ote-as 100

nsport connection-mode active
p-multihop 4

ate-source Loopback0

route-reflector-client
next—hnq—ae1f
i

fix-1ist SROUTE_IEGP
er-group BGP_PEER
er-group BGP_PEER
er-group BGP_PEER
remote-as 300
password bandiBGP
update-source Ethernet0/3
prefix-1list SUM_BE out
remote-as 200
update-source Ethernetd/2
prefix-1ist SUM_BE out

out

prefix-1list SROUTE_IBGP seq 5 deny 74.1.0.0/22
prefix-1ist SROUTE_IBGP seq 10 permit 0.0.0.0/0 le 32

ge 24

to previous output, which has 74.1.0.0/22 and /24 both the routes on routing tables.

R75#show ip bgp | in 74.1
r=i 10.74.1.1/32 10.74.1.1 0 100 01
=>i 10.78.1.1/32 10.74.1.1 0 100 0 300 7%
=»i 10.87.1.1/32 10.74.1.1 0 100 0 200 7
=>1 74.1.0.0/24 10.74.1.1 0 100 0 1
> 74.1.1.0/24 10.74.1.1 0 100 01
=1 74.1.2.0/24 10.74.1.1 0 100 01
=1 74.1.3.0/24 10.74.1.1 0 100 0 1
=»i 78.1.0.0/24 10.74.1.1 0 100 0 300 7
== 78.1.1.0/24 10.74.1.1 0 100 0 300 7%
== 78.1.2.0/24 10.74.1.1 0 100 0 300 7
=»i 78.1.3.0/24 10.74.1.1 0 100 0 300 7%
=>i 87.1.0.0/24 10.74.1.1 0 100 0 200 7
i 87.1.1.0/24 10.74.1.1 0 100 0 200 7
=1 87.1.2.0/24 10.74.1.1 0 100 0 200 7
=>1 87.1.3.0/24 10.74.1.1 0 100 0 200 7
=»i 172.16.88.0/24 10.74.1.1 0 100 0 200 7
# i 192.168.74.0 10.74.1.1 0 100 01
r>i 192.168.76.0 10.74.1.1 0 100 0 i
=»i 192.168.78.0 10.74.1.1 0 100 0 300 7
#»i 192.168.87.0 10.74.1.1 0 100 01
rR75# 1
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Aggregation with automatic blocking for the specific routes (like IGP)

use the option summary-only after the aggregate-address command. The BGP process will automatically
suppress advertisement of the prefixes in the BGP table encompassed by the new summary address. This is
probably the most common use of the aggregation command, because usually only the summarized prefix should
be advertised.

On R78 we do this summary and verify on R74 same.

router bgp 300

bgp router-id 10.78.1.1

bgp 1Gg—ne13hbnr—chaﬂge5

aggregate-address 78.1.0.0 255.255.252.0 summary-only
redistribute connected route-map 78_NET

neighbor 192.168.78.2 remote-as 100

neighbor 192_168.78.2 bandiBGF

neighbor 192.168.78.2 update-source Ethernet0/3

- 1 - - 1

You can do suppression with s in front of route

R78#show ip bgp | in 78.1
BGP table version is 542, local router ID is 10.78.1.1
= 10.78.1.1/32 0.0.0.0 0 32768 7
s> 78.1.0.0/24 0.0.0.0 i 32768 7
=. 78.1.0.0/22 0.0.0.0 32768 i
s> 78.1.1.0/24 0.0.0.0 0 32768 7
s> 78.1.2.0/24 0.0.0.0 0 32708 7
s> 78.1.3.0/24 0.0.0.0 0 32768 7
R785]
Now we verify on R74
R74#show ip bgp | in 78.1
= 10.78.1.1/32 192.168.78.1 0 0 300 7
= 78.1.0.0/22 192_.168.78.1 0 0 300 1
r= 192_.168.7E.0 192_.168.78.1 0 0 300 7

R74A#show 1ip bgg 78.1.0.0/22
BGP routing table entry for 78.1.0.0/22, version 49
Paths: (1 available, best #1, table default)
Advertised to update-groups:
3 4
refresh Epoch 11
300, (aggregated by 300 10.78.1.1)
192_.168.78.1 from 192_168.78.1 (10.78.1.1)
origin IGP, metric 0, localpref 100, valid, external, atomic-aggregate, best
rx pathid: 0, tx pathid: 0x0
R74#

Let’s check in R87 AS 300

RE7# show 1ip bap | in 78.1
32

=> 10.78.1.1 192.168.87.2 0 100 300 7
== 78.1.0.0/22 192_.168.87.2 0 100 200 4
REB7#
RB7#
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BGP Aggregation - Suppress Map ( same like IGP Leak-map)

A suppress-map is a route map that's used for doing partial suppression of component routes of an
aggregate. The default, when aggregating with BGP, is to advertise both the aggregate and all the component
routes. If you want to advertise just the aggregate, you use the summary-only keyword at the end of the
aggregate. But if you want to suppress some, but not all, of the component routes, you use a suppress-map.

R75 we configure and verify the same.
Steps :

1. Create an ACL to match the IP address not required to suppress or suppress
2. Create Route-map call acl creates
3. Use aggregate in BGP process with supress-map with route-map

router bgp 100
bgp router-id 10.75.1.1

neighbor 10.74.1.1 remote-as 100

neighbor 10.74.1.1 update-source Loopback0
neighbor 10.74.1.1 next-hop-self

I

%p forward-protocol nd
I

i
no ip http server

no ip http secure-server
I

I
75_NET permit 10

match interface Loopbackl Loopback? Loopback3 Loopback4 Loopback0 Ethernet0/0 Ethernet0/1
set origin igp
1

SMAP permit 10
match ip address 11

: PREFEND permit 10
set as-path prepend 100 100 100
I
i
11 permit 75.1.0.
11 permit 75.1.1.
11 permit 75.1.3.

[=g=F=

0.
0.
0.

[=L=N=

-0.255 @
-0.255

Verification Local and other iBGP routers

R75#show ip bgp | in 75.1
BGP table wersion is 41, local router ID is 10.75.1.1
= 10.75.1.1/32 0.0.0.0 0 32768 i
s> 75.1.0.0/24 0.0.0.0 0 32768 i
7 75.1.0.0/22 0.0.0.0 32768 i
s> 75.1.1.0/24 0.0.0.0 0 32768 1
' 75.1.2.0/24 0.0.0.0 0 32768 i
s> 75.1.3.0/24 0.0.0.0 0 32768 i
R7 57

R74
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R74#show ip bgp | in 75.1

r=i 10.75.1.1/32 10.75.1.1 0 100 01
== 75.1.0.0/22 10.75.1.1 0 100 01
=i 75.1.2.0/24 10.75.1.1 0 100 01
# 4 192.168.74.0 10.75.1.1 0 100 01
r>i 192.168.75.0 10.75.1.1 0 100 01

C

BGP Aggregation - Unsuppress Map

Unsuppress Map is opposite of a suppress-map. Let's say you have complete suppression via summary-only, or
you globally suppressed a prefix with a suppress-map. Let's say you have 20 eBGP neighbors, but want to leak
that specific suppressed prefix to only specific neighbour.

This scenario demonstrates one of the common uses for the aggregate-address command. Local networks are
advertised into BGP and aggregated by the border BGP speakers.

It is often desirable to load-balance traffic ingress to the local AS, so that traffic to some subnets enters via one
BGP peer and the other peer is used as the entry point for other subnets. Generally, to accomplish this, you need
to advertise all specific prefixes on both uplinks and use AS_PATH prepending to modify prefixes’ preference. This
scheme implements load balancing and provides backup in case of any uplink failures.

R78 AS 300 we have configured summary only for 76.1.0.0/22 for all routers, now we do unsuppress 78.1.2.0/24
to Router 74 and verify

Before supress on R74

R74d#show ip bgp | in 78.1

=> 10.78.1.1/32 192.168.78.1 0 0 300 7

= 78.1.0.0/22 192.168.78.1 0 0 300 'I

r= 192.168.78.0 192.168.78.1 0 0 300
R74#

We configure unsupress on R78 and Verify the same.

router bgp 300

bgp router-id 10.78.1.1

bgp log-neighbor-changes

aggregate-address 78.1.0.0 255.255.252.0 summary-only
redistribute connected route-map 7B8_NET

neighbor 192.168.78.2 remote-as 100

neighbor 192.168.78.2 bandiBGP

neighbor 192.168.78.2 update-source Ethernet0/3
neighbor 192_.168.78.2 unsuppress-map UNSUPRESS_MAP

I

'ip forward-protocol nd

1
no ip http server
no ip http secure-server

e-map 78_NET permit 10
match inmterface Ethernet0/3 Loopback0 Loopbackl Loopback2? Loopback3 Loopback4

te-map UNSUPRESS_MAP permit 10
match ip address 78
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We can see all the specific routes on R78 still supressed

R78#show ip bgp | in 78.1

BEGP table wersion is 562, local router ID is 10.78.1.1
= 10.78.1.1/32 0.0.0.0 0 32768 7
s> 78.1.0.0/24 0.0.0.0 0 32768 7
*> 78.1.0.0/22 0.0.0.0 32768 i
s> 78.1.1.0/24 0.0.0.0 0 32768 7
s> 78.1.2.0/24 0.0.0.0 0 32768 7
s> 78.1.3.0/24 0.0.0.0 0 32768 7
R7E#
R74 we can see summary and unsupress route
R74#show ip bgp | in 78.1
=, 10.78.1.1/32 192_.168.78.1 0 0 200 7
®= 78.1.0.0/22 192_.168.78.1 0 0 300 1
=~ 7B8.1.2.0/24 192_.168.78.1 0 0 300 7
r= 192.168_.78.0 192_.168.78.1 0 0 200 7
R74#

R78#show ip bgg 78.1.2.0/24
BEGP routing table entry for 78.1.2.0/24, version 541
Paths: (1 available, best #1, table default, advertisements suppressed by an aggregate.)
Advertised to update-groups:
20
refresh Epoch 1
Local
0.0.0.0 from 0.0.0.0 (10.78.1.1)
origin incomplete, metric 0, localpref 100, weight 32768, valid, sourced, best
rx pathid: 0, tx pathid: 0Ox0
R7B#

BGP Aggregation - AS-Set

When advertising aggregates in BGP, it’s possible to specify the ‘as-set’ command as part of the aggregate. This
forces the BGP process to advertise the prefix with a list of AS numbers that make up the aggregate.

It is important to remember that aggregation hides information previously found in the specific prefixes. This
includes all attributes, such as NEXT_HOP, AS_PATH, and so on. The new prefix appears to be originated from
within the local AS where aggregation is perfpormed. This causes no problems if all specific prefixes belong to

the local AS. However, when you summarize prefixes learned from other ASs, information hiding may result in
the following dangerous consequences:

Suboptimal routing, caused by loss of path information, such as AS_PATH, MED and so on.

Routing loops, because removing the AS_PATH attribute and replacing it with an empty list prevents the BGP
loop-detection mechanism from working properly.

The second issue is more dangerous. To prevent it, it is possible to insert a special new member into the AS_PATH
of the newly created summary prefix. This element is called AS_SET and contains the AS numbers found in all
AS_PATHs of the specific prefixes. This list of AS numbers is unordered, unlike the regular AS_SEQUENCE
element. Its only use is for routing loop prevention; when BGP receives a prefix, it scans the AS_PATH attribute. If
the local AS number is found in any of the AS_SET or AS_SEQUENCE elements, the prefix is dropped.

By default, the aggregated address in BGP will not include the AS-Set information.

To force the use of this information, specify the as-set option as follows: aggregateaddress <subnet> <mask> as-
set.
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BGP Filtering with Standard Access-Lists
We use here R74 to filter router learn from R76 towards R78 that is AS 300

Before we apply the standard acl filter lets verify on R78 routes related R76

R78#show ip route | in 76.1
10.76.1.1 [20/0] via 192.168.78.2, ldidh

76.1.0.0 [20/0]
76.1.1.0 [20/0]
76.1.2.0 [20/0]
76.1.3.0 [20/0]

via 192.168.78.2,
via 192.168.78.2,
via 192.168.78.2,
via 192.168.78.2,

1di4h
1di4h
1di4h
1di4h

AOmmomm

7848

Now we apply acl and filter in R74 and verify the same in R78

router bgp 100
bgp router-id 10.74.1.1
bgp 1og-neighbor-changes
bgp suppress-inactive
aggregate—address 74.1.0.0 255.255.252.0
edistribute connected route-map 74_NET
neighbor BGP_PEER
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
neighbor
1

peer-group
BGP_PEER remote-as 100

BGP_PEER transport connection-mode active
BGP_PEER ebgp—mu]tihop 4

BGP_PEER update-source Loopback0

BGP_PEER route- ref1ector—c ient
BGP_PEER next- hoq
BGP_PEER prefix 1st SROUTE IBGP out
10.75.1. 1 peer-group BGP_PEER
10.76.1.1 peer-group BGP_PEER
10.77.1.1 peer-group BGP_PEER
192.168.78.1 remote -as 300
192.168.78.1 passk bandiBGP
192.168.78.1 update—source Ethernet0/3
192.168.78.1 distribute-1list 11 out
192.168.87.1 remote-as 200
192.168.87.1 update-source Ethernet0,/2
192_168.87.1 prefix-Tist SUM_BB out

{p forward-protocol nd
1

i
no

no
]

ip http server
ip http secure-server

prefix-1ist SROUTE_IBGP seq 5 deny 74.1.0.0/22
prefix-Tist SROUTE_IBGP seq 10 permit 0.0.0.0/0 Tle 32

prefix-list SUM_BE seq 5 deny 74.1.0.0/22 ge 24
prefix-1ist SUM_BE seq 10 permit 0.0.0.0/0 le 32

o e ey e e
==} 'U'U

route-map 74_NET permit 10

match interface Loopbackl Loopback? Loopback3 Loopback4 Loopback0 Ethernet0/0 Ethernet0/1
ethernet0/2

set origin igp

1

FOLte—”ep PREPEND permit 10
set as-path prepend 100 100 100

access—1ist 11 deny 76.1.0.0 0.0.0.255
access—1ist 11 deny 76.1.1.0 0.0.0.255
access—1list 11 deny 76.1.2.0 0.0.0.255
access—1ist 11 deny 76.1.3.0 0.0.0.255
access-1list 11 permit an

1l
Il

R78 routing table: (we have no route on R78)

R7B#show ip route 76.1.0.1
% Network nmot in table
R78#show ip route 76.1.1.1
% Network not in table
R78#show ip route 76.1.2.1
% Network not in table
R78#show ip route 76.1.3.1
% Network mot in table
R7B#show ip route 76.1.4.1
% Network nmot in table
R78#show ip route | in 76.1
B 10.76.1.1 [20/0] via 192.168.78.2, 1di4h

You can also achieve on R78 by mentioning in(since we learning routes from R74)
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BGP Filtering with Prefix-Lists

We use here R74 to filter router learn from R77 towards R878 that is AS 200

Before we apply pre-fix list

RE7#show ip route | in 77.1

mmoomm

77.1.0.0 [20/0]
77.1.1.0 [20/0]
77.1.2.0 [20/0]
77.1.3.0 [20/0]

10.77.1.1 [20/0] via 192.168.87.2, 13:42:49
via 192.168.87.2, 13:42:49
via 192.168.87.2, 13:42:49
via 192.168.87.2, 13:42:49
via 192.168.87.2, 13:42:49

CCIE Journey 2019

R74 | have used existing prefix list since it was already configured for some other excise.

router bgp 100

bgp router-id 10.74.1.1
bgp log-neighbor-changes
bgp suppress-inactive
agaregate—address 74.1.0.0 255.255.252.0

edistribute connected route-m

neighbor BGP_
neighbor BGP_|

neighbor BGP_
neighbor BGP_|
neighbor BGP_
neighbor BGP_|
neighbor BGP_
_PEER prefix

neighbor BGP.

neighbor 10.75.1.
neighbor 10.76.1.
neighbor 10.77.1.

neighbor 192.
neighbor 192.
neighbor 192.
neighbor 192.
neighbor 192.
neighbor 192.
neighbor 192.

=]

ip http ser

(=} =]

prefix-list
prefix-Tist

prefix-list
prefix-list
prefix-T1ist
prefix-list
prefix-list
prefix-Tist

I e R B R e e e =R I e L
TTOTTOToT TS

After Prefix list

PEER peer-group
PEER remote-as 100
PEER transport connectﬁon—mode active

FEER
PEER

P

168.78.1

168.78.
168.78.
168.78.
168. B7.
168. 87.
168. B7.

ver

1

1
1
1
1
1

forward-protocol nd

p-multihop

ap 74_NET

ate- source Luo back0

PEER route reflector-client

PEER next- ho% self
i

remote as 300

sT SROUTE_IBGP out
1 peer-group BGP_PEER
1 peer-group BGP_PEER
1 peer-group BGP_PEER

passe bandiBGP
update—source Ethernet0/3
distribute-1ist 11 out

remote-as 200

update-source Ethernetd/2
prefix-list SUM_BB out

ip http secure-server

SROUTE_IBGP seq 5 deny 74.1.0.0/22

SROUTE_IBGP seq 10 permit 0.0.0.0/0 le 32

SUM_BB
SUM_BB
SUM_BB
SUM_BB
SUM_BB
SUM_BB

applied.

seq 5 deny 74.
seq 6 deny 77.
seq 7 deny 77.
seq 8 deny 77.
seq 9 deny 77.
seq 10 permit

RE7#show ip route 77.1.0.1
% Network not in table
RE7#show ip route 77.1.1.1
% Network not in table
RE7#show ip route 77.1.2.1
% Network not in table
RE7#show ip route 77.1.3.1
% Network not in table
RE7#show ip route | in 77.1

B
rRE7H]

You can also achieve on R87 by mentioning in(since we learning routes from R74)

1.

1
1.
1.
1
0

0.0/22 ge 24

.0.0/24

1.0/24
2.0/24

-3.0/24
.0.0.0/0 le 32

10.77.1.1 [20/0] via 192.168B.87.2, 13:47:24
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BGP Filtering with Extended Access-Lists

Extended access-lists add more functionality to BGP prefixes filtering. In addition to matching the subnet
numbers, they also allow for subnet mask matching. A typical extended access-list entry in the format permit
{proto} <src-subnet> <src-mask> <dstsubnet> <dst-mask> [options] is treated as follows. First, the protocol field
and other options are ignored. Next, the <src-subnet> <src-mask> pair is used to build an expression for prefix
subnet matching. The pair <dst-subnet> <dst-mask> is used as an expression to match prefixes subnet mask.

2.7.f Implement and troubleshoot multi-protocol BGP
2.7.f[i] IPv4, IPv6, VPN address-family

2.7.g Implement and troubleshoot AS path manipulations
2.7.g [i] Local AS, allow AS in, remove private AS

BGP Communities:

The Community attribute is a numerical value that cab ne attached to a given prefix and advertised to a specific
neighbour, once the neighbour received the prefix, it will examine the community value and it will perform
either filtering or use that value for route selection process.

By default, no community attribute is sent to any neighbour, To specify that a community attribute should be
send to a BGP neighbour, the neighbor send-community command is configured.

Here are the 4 well known BGP communities:

e Internet: advertise the prefix to all BGP neighbors.

o No-Advertise: don’t advertise the prefix to any BGP neighbors.

o No-Export: don’t advertise the prefix to any eBGP neighbors.

e Local-AS: don’t advertise the prefix outside of the sub-AS (this one is used for BGP confederations).

BGP Communities - No-Advertise

The well-known NO_ADVERTISE BGP community signals the BGP speaker not to advertise the particular prefix to
any BGP peer. This may be useful to limit the scope of routing information to just directly connected neighbors.

BGP Communities - No-Export

The well-known NO_EXPORT community instructs the BGP speaker to advertise the prefix only across iBGP
peering links. This restricts the prefix to remain within the boundaries of the local AS. One good use of this
feature is prefix aggregation.

Imagine that your local AS has multiple connections to some other AS. You advertise a summary of all your
internal prefixes using the aggregate-address command out of all links. However, you want just the adjacent AS
to select the best entry point based on the MED attribute. This could be accomplished by advertising the specific
prefixes tagged with NO_EXPORT community along with the aggregates. The neighboring AS would be able to
select the best path based on the specific information (MED) but will not advertise the specifics any further, thus
containing the routing information.


https://networklessons.com/bgp/bgp-confederation-explained
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BGP Communities - Local-AS
The local-AS feature allows a router to appear to be a member of a second autonomous system (AS), in addition
to its real AS. This feature can only be used for true eBGP peers. You cannot use this feature for two peers that
are members of different confederation sub-ASs.
Use case:
The local-AS feature is useful if ISP-A purchases ISP-B, but ISP-B's customers do not want to modify any peering
arrangements or configurations. The local-AS feature allows routers in ISP-B to become members of ISP-A's AS.
At the same time, these routers appear to their customers to retain their ISP-B AS number.

2.7.g [ii] Prepend
AS-Path prepending is a way to manipulate the AS-Path attribute of a BGP route. It allows prepending multiple
entries of AS to a BGP route. This can come as a workaround if a specific path is required to be followed, and
other means like Multi-Exit Discriminator (MED) is not supported.

AS-Path prepending can be applied to inbound and outbound direction using route-maps.

2.7.g [iii] Regexp

BGP Attributes and Path Selection

Priory | Attribute Description

1 Weight 1. Prefer the path with the highest weight.

2. Thisis a value that is local to the router and it’s Cisco proprietary.

3. The default value is 32768 connected routers — Default O for all routes that
are not originated by the local router.

4. Control outbound traffic.

Attribute that is NOT sent to anybody.

g

=

2 Local The local preference is used within an autonomous system and exchanged
Preference between iBGP routers.

We prefer the path with the highest local preference.

The default value is 100.

Controls only outbound traffic

5. It must be numeric value.

AW

3 Originate Prefer the path that the local router originated. In the BGP table, you will see next
hop 0.0.0.0. You can get a path in the BGP table through the BGP network
command, aggregation, or redistribution. A BGP router will prefer routes that it
installed into BGP itself over a route that another router installed in BGP.

4 AS Path 1. Used for loop prevention
2. Prefer the path with the shortest AS path length
3. Control inbound or outbound traffic

5 Origin Code Prefer the lowest origin code. There are three origin codes:
e IGP
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e EGP
e INCOMPLETE
IGP is lower than EGP and EGP is lower than INCOMPLETE.

6 MED 1. Prefer the path with the lowest MED.

2. The MED is exchanged between autonomous systems (this means eBGP
neighbours)

3. Control inbound traffic

4. Default valueis 0

7 eBGP over Prefer eBGP (external BGP) over iBGP (internal BGP) paths. (because of metric 20)

iBGP Path

8 Shortest IGP Prefer the path within the autonomous system with the lowest IGP metric to the

path to BGP BGP next hop.
next hop

9 Oldest Path Prefer the path that we received first, in other words, the oldest path.

10 Router-ID Prefer the path with the lowest BGP neighbor router ID. The router ID is based on
the highest IP address. If you have a loopback interface, then the IP address on the
loopback will be used. The router ID can also be manually configured.

11 Neighbor IP Prefer the path with the lowest neighbor IP address. If you have two eBGP routers

address and two links in between then the router ID will be the same. In this case, the
neighbor IP address is the tiebreaker.
Path Selection
Attribute Description Preference
1 Weight Administrative preference Highest
Communicated between peers :
2 Local Preference R P Highest
within an AS
3 Self-originated Prefer paths originated locally True
4 AS Path Minimize AS hops Shortest
3 = Prefer IGP-learned routes over
5 Origin IGP
EGP, and EGP over unknown
6 MED Used externally to enter an AS Lowest
7 External Prefer eBGP routes over iBGP eBGP
8 IGP Cost Consider IGP metric Lowest
9 eBGP Peering Favor more stable routes Oldest
10 Router ID Tie breaker Lowest
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We use above topology to configure attributes.
Local Preference.

We use R74, R75 and R78, for now all the routers have BGP peering relation.
R74 and R75 have tie breaker with all the attribute so they go by the default route.

Verify before we implement local preference

R7A#traceroute 78.1.1.1 source lToopback O

Type escape sequence to abort.

Tracing the route to 78.1.1.1

VRF info: (vrf in name/id, wrf out name/id)
1 192.168.78.1 [AS 300] O msec ®* 1 msec

R74#

R76#Craceroute 78.1.1.1 source loopback O

Type escape sequence to abort.

Tracing the route to 78.1.1.1

VRF info: (vrf in name/id, wrf out name/id)
1 192.168.178.1 1 msec ®* 2 msecC

R76#]

R74#show ip bgp | in 78.1
®= 4§ 10.78.1.1/32 10.76.1.1 0 100 0 200 7
" 192.168.78.1 0 0 200 7
= i 78.1.0.0/24 10.76.1.1 0 100 0 300 7
" 192.168.78.1 0 0 200 7
®= i 78.1.1.0/24 10.76.1.1 0 100 0 200 7
o 192.168.78.1 0 0 200 7
®= i 7B.1.2.0/24 10.76.1.1 0 100 0 00 7
= 192.168.78.1 0 0 200 7
®= j 78.1.32.0/24 10.76.1.1 0 100 0 200 7
" 192.168.78.1 0 0 200 7
r= 192.168.78.1 0 0 300 7

R74#
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R76#show ip bgp | in 78.1

== 10.78.1.1/32 192.168.178.1 0 0 300 7
=i 78.1.0.0/24 10.74.1.1 0 100 0 300 7
"= 192.168.178.1 0 0 300 7
= i 78.1.1.0/24 10.74.1.1 0 100 0 300 7
= 192.168.178.1 0 0 300 7
== 78.1.2.0/24 192.168.178.1 0 0 300 7
=i 78.1.3.0/24 10.74.1.1 0 100 0 300 7
== 192.168.178.1 0 0 300 7
== 192.168.78.0 192.168.178.1 0 0 300 7
R76#

Now we implement Local preference on R74 so all the traffic use R74 path to reach 78.1.1.0/24 network.

router bgp 100
bgp router-id 10.74.1.1
bgp log-neighbor-changes
redistribute connected route-map 74_NET
neighbor BEGP_FEER peer-group
neighbor BGP_PEER remote-as 100
neighbor BGP_FEER transport connection-mode active
neighbor BGP_FEER Ebgp—mu1t1hop 4
neighbor BGP_FPEER update-source Loopback0O
neighbor BEGP_FEER route-reflector-client
neighbor BEGP_FEER next-hop-self
neighbor 10.75.1.1 peer-group BGP_FEER
neighbor 10.76.1.1 peer-group BGP_FEER
neighbor 10.77.1.1 peer-group BGP_FEER
neighbor 192.168.78.1 remote-as 300
neighbor 192.168.78.1 password bandiBGP
neighbor 192.168.78.1 update-source Ethernet0/3
neighbor 192.168.78.1 route-map BE_LOCALPREF in
neighbor 192.168.87.1 remote-as 200
neighbor 192.168.87.1 update-source Ethernet0/2

forward-protocol nd

-
=]

ip http server
ip http secure-server

.—aa._._

I

ip prefix-1list SROUTE_IBGP seq 5 deny 74.1.0.0/22
ip prefix-1ist SROUTE_IBGP seq 10 permit 0.0.0.0/0 le 32
I

ip prefix-1list SUM_BE seq 5 deny 74.1.0.0/22 ge 24
ip prefix-1list SUM_BE seq 6 deny 77.1.0.0/24

ip prefix-1list SUM_BBE seq 7 deny 77.1.1.0/24

ip prefix-1list SUM_BE seq 8 deny 77.1.2.0/24

ip prefix-1list SUM_BE seq 9 deny 77.1.3.0/24

ip prefix-Tlist SUM_BE seq 10 permit 0.0.0.0/0 le 32
I

route-map 74_NET permit 10

match interface Loopbackl Loopback2 Loopback3 Loopback4 Loopback0 Ethernet0/0 Ethernet(
Ethernet0/2

set origin igp

I

Fuute—map BBE_LOCALPREF permit 10

set local-preference 222
I
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R74#show ip bgp | in 78.1

== 10.78.1.1/32 192.168.78.1 0 222 0 200 7
*= 78.1.0.0/24 192.168.78.1 0 222 0 00 7
*> 78.1.1.0/24 192.168.78.1 0 222 0 200 7
*> 78.1.2.0/24 192.168.78.1 0 222 0 200 7
#> 7B.1.3.0/24 192.168.78.1 0 222 0 200 7
r= 192.168.78.0 192.168.78.1 0 222 0 300 7
R74#
R?ﬁ#ShDW ip bgp | in 78.1
10.78.1.1/32 192.168.178.1 0 0 200 7
*>1 78.1.0.0/24 10.74.1.1 0 222 0 00 7
= 192.168.178.1 0 0 200 7
*=j 78.1.1.0/24 10.74.1.1 0 222 0 200 7
= 192.168.178.1 0 0 200 7
= 78.1.2.0/24 192.168.178.1 0 0 200 7
*=j 78.1.3.0/24 10.74.1.1 0 222 0 200 7
= 192.168.178.1 0 0 200 7
= 192.168.78.0 192.168.178.1 0 0 300 7
R7 6]

Verification: on R76, now it uses R74 as route path because we increased the Local Preference to 222

R76#traceroute 78.1.1.1 source loopback 0O
Type escaﬁe sequence to abort.
Trac1ﬂg e route to 78.1.1.1
VRF info: (wrf in name/id, wvrf out name/id)
192_168.76_.2 0 msec 0 msec 0 msec
2 192.168.78.1 [A5 300] 1 msec ®* 1 msec

R76#]

2.7.h Implement and Troubleshoot Other Features
2.7.h [i] Multipath
2.7.h [ii] BGP synchronization
2.7.h [iii] Soft reconfiguration, route refresh

2.8 Troubleshooting layer 3 technologies

2.8.a Use I0S troubleshooting tools
2.8.a [i] debug, conditional debug
2.8.a [ii] ping, traceroute with extended options
2.8.a [iii] Embedded packet capture

2.8.b Apply troubleshooting methodologies
2.8.b [i] Diagnose the root cause of networking issue [analyze symptoms, identify and describe root cause]
2.8.b [ii] Design and implement valid solutions according to constraints
2.8.b [iii] Verify and monitor resolution

2.8.c Interpret packet capture

2.8.c [i] Using wireshark trace analyzer
2.8.c [ii] Using I0S embedded packet capture
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20
3.0 VPN Technologies %

3.1 Tunneling

3.1.a Implement and troubleshoot MPLS operations
3.1.a [i] Label stack, LSR, LSP
3.1.a [ii] LDP
3.1.a [iii] MPLS ping, MPLS traceroute

3.1.b Implement and troubleshoot basic MPLS L3VPN
3.1.b [i] L3VPN, CE, PE, P
3.1.b [ii] Extranet [route leaking]

3.1.c Implement and troubleshoot encapsulation

3.1.c [i] GRE
3.1.c [ii] Dynamic GRE

https://www.cisco.com/c/en/us/support/docs/ios-nx-os-software/layer-3-vpns-
13vpn/116725-configure-mgre-00.html

GRE Tunnel

Tunneling provides a mechanism to transport packets of one protocol within another
protocol. The protocol that is carried is called as the passenger protocol, and the
protocol that is used for carrying the passenger protocol is called as the transport
protocol.

Generic Routing Encapsulation (GRE) is one of the available tunneling mechanisms
which uses IP as the transport protocol and can be used for carrying many different
passenger protocols. The tunnels behave as virtual point-to-point links that have two
endpoints identified by the tunnel source and tunnel destination addresses at each
endpoint.


https://www.cisco.com/c/en/us/support/docs/ios-nx-os-software/layer-3-vpns-l3vpn/116725-configure-mgre-00.html
https://www.cisco.com/c/en/us/support/docs/ios-nx-os-software/layer-3-vpns-l3vpn/116725-configure-mgre-00.html
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INGRESS INTERFACE EGRESS INTERFACE

T

GRE/IP HEADER ADDED TO PACKET

GRE is an encapsulation protocol designed to initiate point-to-point connections able to
carry any OSl layer 3 protocol over an IP network. Since it is a tunneling protocol, it can
be deployed to connect discontinuous sub-networks, or provide workarounds for
networks with limited hops. GRE packets are identified within an IP packet by the
protocol type 47.

GRE itself do not offer any Security Layer, need to add IPSEC or PPTP on top of GRE to
secure the data.

Tunmel0

ISP . Network

Branch 1 §—~ S —y- .a: Branch 2
= Ty
0wy :)4-" B 1R 18846024
19621954 of v 88 - CCIE Ny . 10.70.1 034
& 4 TG0 ~or  IPSEC . .s~ = .a

182168 04 waa_| wiita a7 00¢

- 1720647 A -

We run ISP side OSPF config — we run EIGRP over tunnel Brach office 1 and 2

OSPF config to form network R64, R65, R66, R67 as below

router ospf 1

router-id 64.64.64.64

priority 0

passive-imterface default

no passive-imterface Ethernet0/0

no passive-interface Ethernet0/1
network 64.64.64.64 0.0.0.0 area 0
network 172.16.64.0 0.0.0.255 area 0
network 172.16.66.0 0.0.0.255 area 0
network 192.168.64.0 0.0.0.255 area 0

R68, R69 GRE/Eigrip config as below :
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interface Tunnel0

description Link to Branch-1

ip address 192.168.98.2 255.255.255.252
ip tcp adjust-mss 1436

tunnel source 192.168.65.2

tunnel destination 192.168.64.2

1

interface Tunnell

description Link to Branch-1-Tink2

ip address 192.168.99.2 255.255.255.252
ip tcp adjust-mss 1436

tunnel source 192.168.67.2

tunnel destination 192.168.66.2

I

interface erthernet0/0

ip address 10.70.1.1 255.255.255.0

I

interface ethernetd/1
no ip address
1

interface Ethernet0/2
ip address 192_.168.65.2 255.255.255.0
I

interface Ethernet0/3
ip address 192_.168.67.2 255.255.255.0

router eigrp 200

network 10.0.0.0

network 192.168.98.0

network 192.168.99.0
passive-interface default

no passive-interface Tunneld

no passive-interface Ethernet0/0
no passive-interface Tunnell

-

ip forward-protocol nd

no ip http server

no ip http secure-server

ip route 0.0.0.0 0.0.0.0 192.168.67.1

ip route 0.0.0.0 0.0.0.0 192.168.65.1 10
I
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interface Tunnel0

description Link to Branch-2

ip address 192.168.98.1 255.255.255.252
ip tcp adjust-mss 1436

tunnel source 192.168.64.2

tunnel destination 192.168.65.2

I
interface Tunnell

description Link to Branch-2-Tink2

ip address 192.168.99.1 255.255.255.252
ip tcp adjust-mss 1436

tunnel source 192.168.66.2

tunnel destination 192.168.67.2

]

interface Ethernetd/0

ip address 10.62.1.1 255.255.255.0

1

interface Ethernet0/1

no ip address

shutdown

I

interface ethernet0/2

ip address 192.168.64.2 255.255.255.0
I

interface ethernecd/3
ip address 192.168.66.2 255.255.255.0
]

router eigrp 200

network 10.0.0.0

network 192.168.98.0

network 192.168.99.0
passive-interface default

no passive-interface TunnelO

no passive-interface Ethernet0/0
no passive-interface Tunnell

1

{p forward-protocol nd
1

1

no ip http server

no ip http secure-server

ip route 0.0.0.0 0.0.0.0 192.168.66.1

ip route 0.0.0.0 0.0.0.0 192.168.64.1 10
1

Check Tunnel and EIGRP verification and reachability between R62 and R70 networks.

REYEshow p eigrg neighbors
EIGRP-IPv4 Neighbors Tor AsS({200)

H Address Interface Hold uptime 5
{sec)

2 192.168.98.2 Tuo 11 00:10:29

0 192.168.99.2 Tul 12 00:14:40

1 10.62.1.2 Et0/0 12 22:30:25

R69#

rR695]

R68#show ip eigrg neighbors

EIGRP-IFvd Neighbors fTor as({200)

H Address Interface Hold uptime  SI
(sec) {1

2 192.168.98.1 Tuo 11 00:10:59

0 192.168.99.1 Tul 14 00:15:05

1 10.70.1.2 Et0/0 10 23:31:20

RG6E#
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R70#show ip route

Codes: L - local, € - connected, 5 - static, B - RIP, M - mobile,
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter 3
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external tygp
El - 0SPF external type 1, EZ - OSPF external type 2
i - IS-I5, su - IS-IS summary, L1 - IS-I5 level-1, L2 - IS-
ia - IS-IS inter area, ®* - candidate default, U - per-user
0O - ODR, P - periodic downloaded static route, H - NHRP, 1
a - application route
+ - replicated route, % - next hop override

Gateway of last resort is not set

10.0.0.0/8 is variably subnetted, 3 subnets, 2 masks
10.62.1.0/24 [90/26931200] via 10.70.1.1, 00:11:12, ether
10.70.1.0/24 is directly connected, Ethernetd/0
10.70.1.2/32 is directly connected, Ethernet0/0
192.168.98.0/30 is subnetted, 1 subnets
192.168.98.0 [90,/26905600] wia 10.70.1.1, 00:14:08, Ether
192.168.99.0/30 is subnetted, 1 subnets
192.168.99.0 [90,/26905600] wvia 10.70.1.1, 00:15:24, Ether

rmno

2O 0

70+

Verification we can see the traffic going via Tunnell

R70#ping 10.62.1.2
Type escape sequence to abort.

sending 5, 100-byte ICMP Echos to 10.62.1.2, timeout is 2 seconds:
1rnnl

success rate is 100 percent (5/5), round-trip min/avg/max = 1,/4/14
R70Fracer 10.62.1.2
Type escape sequence to abort.
Traciﬂ% the route to 10.62.1.2
VRF info: (vrf in name/id, wvrf out name/id)
1 10.70.1.1 1 msec O msec O msecC
2 192.168.99.1 2 msec 1 msec 2 msec
3 10.62.1.2 1 msec ® 3 msecC
R70#

Lets bring down the Tunnel 1 and see if the traffic reach over Tunnel 0

RG6B#show ip eigrg ﬂeighbars
ors

EIGRP-IFv4 Neigh or AS{200)

H Address Interface Hold uptime  Si
{sec) {1

2 192.168.98.1 Tul 13 00:00:48

1 10.70.1.2 ET0/0 13 23:34:42

RGOB#

R70#FLracer 10.62.1.2

Type escape sequence to abort.

Tracing the route to 10.62.1.2

VRF info: (vrf in name/id, wrf out name/id)
1 10.70.1.1 1 msec 1 msec O msecC

2 w w w
3 " "
10.62.1.2 3 msecC
R70#FLracer 10.62.1.2
Type escape sequence to abort.
Tracing the route to 10.62.1.2
VRF info: (vrf in name/id, wrf out name/id)
1 10.70.1.1 O msec 1 msec O msecC
2 192.168.98.1 2 msec 2 msec 1 msec
3 10.62.1.2 2 mseCc ® 7 msecC

R70#l
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GRE / IPSEC

GRE/IPSEC has several benefits of using GRE tunnels alongside IPSec, primarily because
IPSec does not support traffic other than unicast. This can lead to issues if you plan to
use services that require such type of traffic, such as routing protocols like OSPF or
EIGRP.

GRE encapsulation process, broadcast and multicast traffic are encapsulated into a
unicast packet that can be treated by IPSec, making dynamic routing possible between
peers separated by an insecure network area.

Implementing IPsec benefit from GRE strengths and are concerned with privacy

(remember that GRE does not encrypt traffic). Also, GRE tunnels provide a higher level
of resiliency than IKE keepalives actually do.

Tunnel0

ISP - Network /
(@) & @ i Branch 2

Branch 1 _J? / -~
=3 —— - R TV YTy}
= 28 & J{’—‘—ﬁ
192.168 5;42443';, e ‘!92.1\68.65.0,74
S i SO
v | BB - CCIE S 10.70.1.0/24
9 - [
ek 172.16.66.0/24 172.16.65.0/24 iy

R ?

N
192.162.66 024
\, &

Tunneil

IPSEC Tunnel

IPSEC Protocol

THE FIVE STEPS OF IPSEC
“—g‘ Rotw A Pasm "-g'
lM;lm.—ahmmtp-nm:

P8 BA 15T Frvace 3 1PSas BA

& Information bs ecchanged vis IPSec tunnel
—  wsecTunael A——s

8 1PSec tunned is terminasted.
Psoc Framework

IPsec Protocol Framework (cont.)

S| mm— e
LL g
ke g r

Pi— gaF———d

LR -

e A
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2 Phases to get IPSEC working.

E L

o — —

f/

/ :
ESP !
Data | (IPsec} GRE

Phase 1 (ISAKMP) also called IKE - This will be used to exchange the Key — UDP — 500 /
NAT-T 4500

Main components (K E H)

Key (K) - PSK (its pre-shared key)

Encryption(E) - DES / 3DES / AES

Hash(H) — MD5 / SHA

Session Key Generated by DH (Diffie Helmen) Option 135 ..

Phase 2 — This will be used to Exchange the DATA ESP Protocol 50

Main component (E H)

Encryption(E) - DES / 3DES / AES
Hash(H) — MD5 / SHA

We configure IPSEC config on R68 and R69
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crypto isakmp polfcy 10
er e oY

hash sdt
sathentication pre-share
TP 5

crypto fsak licy 20
er e T Y

nash w3
m'wvg!unon pre-share

u’ypln fnakep Coy boand (321 address 102.168.64.2

el 1rakep vy BDand1127 address 197,168, 66,7

1

uw(u C’un]: Lransfors-sel IPSECOANDI wip-3dds wEp-sha-bemac

crmu 1puf transform-set IFSECBANNIL esp-3des esp-sha-heac

crypto ipaec prof {le APRS
e tramforn-set IPSECRANDT

umu 1psec grofile arpost
SOl Cranfurm-30C IPSECBANDIL

'
.
‘
]
]
'
'
¥

nur"u Tune10
fon L irk to granch-1
197.168. 98,2 755,255, 9% 9%
!p l(" adjust-mss 1430
source 192.162.65.2
lvml Sestination 192.168.64.2
tm" protection fpaec prof | le BPRoe

murhu Turne 1l
description Lirk to sranch-1-Tiek2
ip whs 102 168992 255.255.255.252
19 u\- adjust-mms 1416
source 152, l“."ﬁ‘ -3
twml prutection ipsac nrolno BPROFL

crypto 1saklp policy 10
encr

hash -ds

authentication pre-share
group s

:rypto isakmp policy 20

encr 3des

hash nd$

authentication pre-share

group 5

crypro 1saksp key bbandil123 address 192.168.65.2
crypto 1sakmp key bbandil23 address 192.168.67.2

l
crypto ipsec transform-set IPSECBANDI esp-3des esp-sha-hmac
mode tunnel

crypto ipsec transform-set IPSECBANDI1 esp-3des esp-sha-hmac
uodl tunnel

crypto ipsec profile 8PROF
set transform-set IPSECBANDI

crypto ipsec profile sPRoFl
set transform-set IFSECBANDIL

1
t
]
'
1
1
'
i

nterface Turnelo
ducﬂ on Link to Branch-2
ess 192.168.98.1 255.255.255.252
1p tcv adjust-mss 1436
tunnel source 192.168.64.2
tunnel destination 192.168.65.2
tum.‘l protection ipsec profile BPROF

'lntcrfxo Tunnel1
ducri ion Link to 8ranch-2-Tink2
es55 192.168.99.1 255.255.255.252
1p tc? adjust-mss 1436
tunnel source 192.168.66.2
tunne] destination 192.168.67.2
tunnel protection ipsec profile sProFl

Now we check Crypto

R68#show crypto isakmp sa
IPv4 Crypto ISAKMP SA

dst src state conn-id status
192.168.65.2 192.168.64.2 QM_IDLE 1001 ACTIVE
192.168.67.2 192.168.66.2 QM_IDLE 1002 ACTIVE

IPvE Crypto ISAKMP SA
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|RES#show CrypTo 1psec 5a

|
| interface: Tunmelo
Crypto map tag:

otected wrf:
ocal fdent (addr /mask/prot/por
remote fdent é«umr mask/prot/ Oé
(urrent_peer 192.108.64.2 port
vermit, flags={origin is. acl,}
fpkts maps 127, 5 enc
#pkts decaps: 133, wpkts decrypr:
spkTs compressed: 0, #pkts nlacmpraf.sod
spkTs pot compressed: 0, spkis compr, Falled: 0
spkts not decompressed: O, opkis decompress failed: 0
#send errors O, #recy errors O

(pone)
(192.168.65.2

a

local crypta endpt.: 192.168.65.27, remtn 'rgg!u
PIAINTEXT wru 1446, pam sty 1500, E mru 15
current outbound spi: OxpC1D0SE9(I692890393)
FFS (Y/K) 1 N, DM group: none

inbound esp sas:
spi: OXEC367459(3965068857)
transform: es5p-3des asp-sha-hmac |

in use seul 5 »iTuanel, j
com id: 1, e fd: Sa:!. sibling flags 80000040, crypto map:
sa timing: revu!rmq hFean (k/sec):

IV size: 8 bytes
replay detection support:
STATLS! ACTIVE (ACTIVE)

¥

fribound ah sas:

inbound pcp sas:

outbound esp 5as:

spi: Oxpclo0919(3692690391)
transform: esp-3des esp-sha-hmac |,

in use settings -f‘nnnﬂ
4

comn id: 2, flow_ 1d: Su: s1bling_flags 50000040,
v

sa timing: remaining ke fotime Ck/sec):

Iv 51za: B bytes

replay detection support:

STatus: ACTIVE(ACTIVE)
outbound ah sas:

outbound pep sas!

RB6EB#sh crypto isakmp policy

Global IKE policy
Protection suite of Eriarity 10
encryption algorithm:
hash algorithm:
authentication method:
Diffie-Hellman group:
Tifetime:
Protection suite of Eriarity 20
encryption algorithm:
hash algorithm:
authentication method:
Diffie-Hellman group:
Tifetime:

-

IPsec Tunnel Interfaces Using Static VTI

Turme10-head-0, local addr 192.164.65%.

endpt.
1p sty 1db EThermwco/3

CCIE Journey 2019

2

/255.255,255.255/47/0)
(192,168, 64.2/255,255.255.255/47/0)

1 127, #pkts digest: 127
133, epkrs verify: 133

192.168.64.2

Tunne 10-head-0

(4165503/310%)

crypto map: TunnelO-head-0

(“.65566 310%)

Three key triple DES
MESS&EE Digest 5
Pre-shared key

#5 (1536 bit)
B6400 seconds, no volume Timit
Three key triple DES

MESS&EE Digest 5

Pre-shared Key

#5 (1536 bit)

86400 seconds, no volume Timit

By default, the IPsec SA will be created for the tunnel source and destination IP

using ‘GRE’ (protocol 47) to carry multicast traffic.

R69¥show crypto ipsec sa

interface: TunnelO

rotected vrf: (none)

Tunnel0-head-0, Tocal addr 192.168.64.2

Crypto map tag:

ocal

ident (addr/mask/prot/port):

remote ident (addr/mask/prot/port):

current_peer 192.168.65.2 port 500
PERMIT, flags={origin_is_acl,}

598, #pkts digest:

(192.168.64.2,/255.255.255.2
(192.168.65.2/255.255.255.2

508

failed: O

#pkts encaps: 598, #pkts encrypt:

#pkts decaps: 600, #pkts decrypt: 600, #pkts verify: 600
#pkts compressed: 0, #pkts decompressed: 0

#pkts not compressed: 0O, #pkts compr.

#pkts not decompressed: 0, #pkts decompress failed: 0
#send errors 0, #recv errors 0
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R69¥show run imterface tunnel 0
Building configuration...

Current configuration : 244 bytes
I
interface Tunnel0
description Link to Branch-2
ip address 192.16B8.98.1 255.255.255.252
ip tcp adjust-mss 1436
tunnel source 192.168.64.2
tunnel mode ipsec ipwvd
tunnel destination 192.168.65.2
tgﬂﬂe1 protection ipsec profile BPROF
en

RG69#

R69#show crypto ipsec sa

interface: TunnelO
Crypto map tag: TunnelO-head-0, Tocal addr 192.168.64.2

qrutected vrf: (none)
ocal ddent (addr/mask/prot/port): (0.0.0.0/0.0.0.0/0/0)
remote ident (addr/mask/prot/port): (0.0.0.0/0.0.0.0/0/0)
current_peer 192_.168.65.2 port 500

PERMIT, flags={origin_is_acl,}
#pkts encaps: 18, #pkts encrypt: 18, #pkts digest: 18
#pkts decaps: 17, #pkts decrypt: 17, #pkts verify: 17
#pkts compressed: 0, #pkts decompressed: 0
#pkts not compressed: 0O, #pkts compr. failed: O
#pkts not decompressed: 0, #pkts decompress failed: 0
#send errors 0, #recv errors 0O

3.1.d Implement and troubleshoot DMVPN [single hub]

DMVPN stands for Dynamic Multipoint VPN and it is an effective solution for dynamic secure
overlay networks. In short, DMVPN is combination of the following technologies:

e Multipoint GRE (mGRE)

e Next-Hop Resolution Protocol (NHRP)

¢ Dynamic Routing Protocol (EIGRP, RIP, OSPF, BGP)
e Dynamic IPsec encryption

e Cisco Express Forwarding (CEF)
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DMVPN Terminology
e NBMA IP Address — Typically a public IP address on internet facing interface
e Tunnel IP Address — GRE Tunnel interface IP address
e NHS (Next Hop Server) — DMVPN Hub Router(s)
e NHC (Next Hop Client) — DMVPN Spoke Router(s)

Type of IP Addresses in GRE or mGRE with DMVPN
e Hub & Spokes Public IP address are called Infrastructure IP Address, Outside IP Address,
Service Provider Address or NBMA IP Address, all names has same meaning.
e Hub & Spokes Private IP Addresses (Tunnel IP Address) are also called Enterprise Addressing
space, Inside address.
3.1.d [i] NHRP
NHRP (Next Hop Resolution Protocol)

NHRP required mappings for the Spoke (SPK1) figure out what the public IP address is of the SPK2
router and rest of the Spokes, we do this with a protocol called NHRP (Next Hop Resolution Protocol).

One router will be the NHRP server. All other routers will be NHRP clients.

NHRP clients register themselves with the NHRP server and report their public IP address.

The NHRP server keeps track of all public IP addresses in its cache.

When one router wants to tunnel something to another router, it will request the NHRP server for the

public IP address of the other router.

NHRP uses this server and clients model

, SPK1 SPK2
T2 S
CEt Loopback IP address e
() Router number with )

T 172.16.x.1 i
10.9.1.0/24 10.12.1.0124
|

\
Google = g ; -

o o @

ma

o
10.17.1.0/24
A 'J"
<) b
s =
oA SPK4
SPK5

Required mapping on all the spokes to talk each other below config on R73, R49,R12,R14,R17,R34
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interface Tunnell

ip address 192.168.100.73 255.255.255.0
no ip redirects

ip nhrp map 192.168.100.49 192.168.49.1
ip nhrp map 192.168.100.12 192.168.12.1
ip nhrp map 192.168.100.14 192.168.14.1
ip nhrp map 192.168.100.17 192.168.17.1
ip nhrp map 192.168.100.34 192_.168.34_1
ip nhrp network-id 1

tunnel source Ethernet0/0

tunnel mode gre multipoint
1

R73#show ip nhrp brief
Target via MEMA Mode Intfc Claimed
192.168.100.12/32 192.168.100.12 192.168.12.1 static Tul
192.168.100.14/32 192.168.100.14 192.168.14.1 static Tul
192.168.100.17/32 192.168.100.17 192.168.17.1 static Tul
192.168.100.34/32 192.168.100.34 192.168.34.1 static Tul
192.168.100.49/32 192.168.100.49 192.168.49.1 static Tul

Ao M AN

R73#show ip nhrp detail
192.168.100.12/32 via 192.168.100.12
Tunnell created 00:02:46, never expire
Type: static, Flags:
NEMA address: 192.168.12.1
192.168.100.14/32 via 192.168.100.14
Tunnell created 00:02:46, never expire
Type: static, Flags:
NEMA address: 192.168.14.1
192.168.100.17/32 via 192.168.100.17
Tunnell created 00:02:46, never expire
Type: static, Flags:
NEMA address: 192.168.17.1
192.168.100.34/32 via 192.168.100.34
Tunnell created 00:02:46, never expire
Type: static, Flags:
MEMA address: 192.168.34.1
192.168.100.49,/32 via 192.168.100.49
Tunnell created 00:02:46, never expire
Type: static, Flags:
NEMA address: 192.168.49.1

3.1.d [ii] DMVPN with IPsec using preshared key
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FTsPK1 T " SPK2 |
| W ! Loopback IP address wan

Router number with

' 4 172.16x.1 !
110.9.1.0/24 | 10.921 .0124[‘
|

—192.168.17.0124 ,’

R4 ’
’

'
\ ) s (1T }K e e e e =
\ N\ £
N\ \

____

First time it resolve

! ; 110.17.1.0124,
from HUB to reach 1 10.34.1.0/24 ! [ 0724,
Spoke \ '

1 Once resolved it will
' have direct mapping

|
|

a Spoke to Spoks | ?

e Max 2 hours ! SPKl

We Configure R73 asDMVPN HUB and rest all will be SPOKE

interface Tunnell
'ip ilddress 192.168.100.7F 255.255.255.0
E redirects
1p nhrp network-id 1
tunnel source Ethernet0/0

tunnel mode gre multipoint
!

R49 Spoke config :

interface Tunnell

'ip addr‘ess 192_.168.100_.49 255_255.255.0
E redirects

1p nhrp map 192.168.100.73 192.168.73.1

ip nhrp network-id 49

ip nhrp nhs 192.168.100.73

tunnel source Ethernet0/0

tunnel mode gre multipoint
I

R73 Mappings
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R73#show ip nhrp
192.168.100.12/32 via 192.168.100.12
Tunnell created 00:10:38, expire 01:49:21
Type: dynamic, Flags: unigque registered used nhop
NEMA address: 192.168.12.1
192.168.100.14/32 via 192.168.100.14
Tunnell created 00:10:28, expire 01:49:31
Type: dynamic, Flags: unique registered used nhop
NBEMA address: 192.168.14.1
192.168.100.17/32 via 192.168.100.17
Tunnell created 00:10:20, expire 01:49:39
Type: dynamic, Flags: unigque registered used nhop
NBEMA address: 192.168.17.1
192.168.100.34/32 via 192.168.100._34
Tunnell created 00:10:12, expire 01:49:47
Type: dynamic, Flags: unique registered used nhop
NBEMA address: 192.168.34.1
192_168.100.49/32 via 192.168.100.49
Tunnell created 00:10:45, expire 01:49:15
Type: dynamic, Flags: unigque registered used nhop
NBEMA address: 192.168.49.1

Now we verify from R34 reaching R17

R34#show ip nhrp

192.168.100.73/32 via 192.168.100.73
Tunnell created 00:00:05, never expire
Type: static, Flags: used

NBMA aqdre§5: 192_168.73.1

R34#ping 192.168.100.73
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.100.73, timeout is 2 seconds:
TN

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/2 ms
R34#ping 192.168.100.17
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.100.17, timeout is 2 seconds:
1rrnnl

success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/3 ms
R34#

Now we can see Mappings for R17

R34#show ip nhrp
192.168.100.17/32 via 192.168.100.17
Tunnell created 00:10:51, expire 01:49:08
Type: dynamic, Flags: router nhop
NEMA dress: 192.168.17.1
192.168.100.34/32 via 192.168.100.34
Tunnell created 00:10:51, expire 01:49:08
Type: dynamic, Flags: router unique Tlocal
NEMA dress: 192.168.34.1
{no-socket)
192.168.100.73/32 via 192.168.100.73
Tunnell created 00:11:12, never expire
Type: static, Flags: used
NEMA address: 192.168.73.1

Lets we traceroute and verify, first time it will got to Hub R73 to resolve, then onwards it has direct
connection with R17
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RI4#Frracer 192.168.100.17
Type eacaﬂe sequence to abort.

Trac1ng e route to 192.168.100.17

VRF info: (vrf in name/id, wvrf out name/id)
1 192.168.100.73 7 msec 1 msec 1 msecC
2 192.168.100.17 1 msec * 4 msecC

REI4#Frracer 192.168.100.17

Type escaﬁe sequence to abort.

Tracin e route to 192.168.100.17

VRF info: (vrf in name/id, wvrf out name/id)
1 192.168.100.17 1 msec * 4 msecC

rR345]

DMVPN with Routing protocol :

By Default Multicast will be dropped, since Hub and Spoke do not know where to send multicast
traffic.

So we need to map at spoke — that all the multicast traffic will be forward to Hub
On Hub it will be mapped as Dynamic.

R73(config-itT)#ip nhrp map multicast 7

A.B.C.D IF NBMA address
XiXixix:iix IPvE NEMA address
dynamic Dynamically learn destinations from client registrations on hu

]
interface Tunnell

ip address 192.168.100.73 255.255.255.0
no 1E redirects

ip nhrp map multicast dynamic

ip nhrp network-id 1

tunnel source Ethernet0/0

tunnel mode gre multipoint

Spoke ( we need to mentioned HUB Public IP not the Tunnel IP Address)

interface Tunnell

ip address 192.168.100.49 255.255.255.0
no ip redirects

ip nhrp map 192.168.100.73 192.168.73.1
ip nhrp map multicast 192.168.73.1

ip nhrp network-id 49

ip nhrp nhs 192.168.100.73

tunnel source Ethernet0/0

tunnel mode gre multipoint

Now we will run EIGRP on DMVPN and Verify

Note : On EIGRP network statement, do not Announce WAN IP address, this will have different
issue as per below logs
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R49(config-router)#

R49(config-router)#

¥
R49(config-router)#

R49(config-router)#

Y
R49(config-router)#

R49(config-router)#

Lets check R73 and R49 Eigrp neighbours

R7 3#show ip eigrE_nei hbors( )
ors Tor AS(200

EIGRP-IPv4 Neigh

CCIE Journey 2019

%DUAL-5-NERCHANGE : ELGRP-IPv4 200: Neighbor 192.168.100.73 (Tunnell) 1is down: Interface
PEER-TERMINATION received

%DUAL -5-NERCHANGE : EIGRP-IPv4 200: Neighbor 192.168.100.73 (Tunnell) is up: new adjacenc

WADI-5-PARENT: Midchain parent maintenance for IP midchain out of Tunnell, addr 192.168.
100.73 - Tooped chain attempting to stack

%DUAL-5-NERCHANGE : ELGRP-IPv4 200: Neighbor 192.168.100.73 (Tunnell) 1is down: Interface
PEER-TERMINATION received

%DUAL - 5-NERCHANGE : ELIGRP-IPv4 200: Neighbor 192.168.100.73 (Tunnell) 1is up: new adjacenc

%DUAL —5-NERCHANGE : EIGRP-IPv4 200: Neighbor 192.168.100.73 (Tunnell) 1is down: Interface
PEER-TERMINATION received

H Address Interface Hold uptime SRTT RTO Q Set
(sec) {ms) CHt Nurn

0 192_.168.100.49 Tul 11 00:04:11 1 1470 0 31

R73#

RA9#show 1ip eigrE neighbors

EIGRP-IPv4d Neighbors for AsS{200)

H Address Interface Hold uUptime SRTT RTO Q Se&
{sec) {ms) Cnt Nu

0 192_.168.100.73 Tul 13 00:04:44 13 1470 0O 26

r49#]

Since Rest of the spokes we do not configured Multicast so Eigrp not form the neighbourship we
see the logs like below :

R12

R1Z#show 1p route
%DUAL —5—NBRCHANGE :
T exceeded

R12#show ip route
%DUAL — 5—-NBRCHANGE :

¥

R12#show ip route
%DUAL —5—-NBRCHANGE :
t exceeded
XDUAL - 5-NERCHANGE :
¥

EIGRP-IPv4 200:

EIGRP-IPv4 200:

EIGRP-IPv4 200:

EIGRP-IPv4 200:

Neighbor
Neighbor

Neighbor
Neighbor

192.168.100.73 (Tunnell) is down: retry 1limi

192.168.100.73 (Tunnell) is up: new adjacenc

192.168.100.73 (Tunnell) is down: retry 1limi

192.168.100.73 (Tunnell) is up: new adjacenc

Once we enable the Multicast mapping we see the 2 neighbours on R73

R73#show ip eiﬁrg neighbors
or

EIGRP-IPv4 Neigh
H Address

4 192.168.100.34
3 192.168.100.17
2 192.168.100.14
1 192.168.100.12
0 192.168.100.49
R

7344

s for As{200)

Interface

Tul
Tul
Tul
Tul
Tul

Hold uptime SRTT RTO Q Seq

(sec) (ms) ChAt Num
11 00:04:25 7 1434 0 6
13 00:04:35 5 1434 0O ©
14 00:04:45 10 1434 0 8
12 00:05:17 80 1434 0 7
11 00:13:20 2 1434 0 35

Now we will have another issue, now we can only see the routes on Hub, and same Routes not

available on spoke, due to EIGRP rule, the route learn from same interface cannot announce back.

R73
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R73#show ip route eigrp
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codes: L - local, ¢ - connected, S - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF N5SA external type 2
El - 0SPF external type 1, E2 - OSPF external Type 2
i - I5-I5, su - IS-IS summary, L1 - IS-I5 Jevel-1, L2 - I5-I5 level-2
ia - IS-IS inter area, ® - candidate default, U - per-user static route

0 - ODR, P - periodic downloaded static route, H - NHRP, 1 - LISP

a - application route
+ - replicated route, % - next hop override

Gateway of Tast resort is 192.168.73.2 to network 0.0.0.0

10.0.0.0/24 is subnetted, 5 subnets

oooQooo

R49 there is no routes in related to DMVPN

R49¥show ip route eigrp

10.12.1.0 [90/26905600] via 192.168.100.12, 00:
10.14.1.0 [90/27008000] via 192.168.100.14, 00:
10.17.1.0 [90/26905600] wvia 192.168.100.17, 00:
10.34.1.0 [90/26905600] via 192.168.100.34, 00:
10.49.1.0 [90/26905600] via 192.168.100.49, 00:

02:
00:
01:
03:

00

01, Tunnell
06, Tunnell

35, Tunnell

05, Tunnell

43, Tunnell

Codes: L - local, ¢ - connected, 5 - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF N55A external type 1, N2 - OSPF NSSA external type 2
El - 0sPF external type 1, E2 - OSPF external type 2
i - I5-I5, su - IS-IS summary, L1 - IS-IS Jevel-1, L2 - IS-IS level-2
ia - IsS-Is inter area, ®* - candidate default, U - per-user static route
0 - ODR, P - periodic downloaded static route, H - NHRP, 1 - LISP

a - application route
+ - replicated route, % - next hop override

Gateway of Tast resort is 192.168.49.2 to network 0.0.0.0

R494

Now we need to enable split-horizon on Hub Tunnel interface to fix this issue.

R73

interface Tunnell

ip address 192.168.100.73 255.255.255.0
no ip redirects

no ﬁﬂ split-horizon eigrp 200

ip nhrp map multicast dynamic

ip nhrp network-id 1

tunnel source Ethernetd/0

tunnel mode gre multipoint
I

B e Lk T e L]

Verify the routes on R49, now we have updated route from other spokes.

R4O#

EIGRP-IPv4 200: Neighbor 192.168.100.73 (Tunnell) 1is resync: peer gra

ceful-restart
R49#show ip route eigrp

Codes: L - local, ¢ - connected, 5 - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, 0 - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1l - OSPF external type 1, E2 - OSPF external type 2

i - I5-IS, su - IS-IS summary, L1 - I5-IS Jevel-1, L2 - IS-IS level-2
ia - IS-IS inter area, * - candidate default, U - per-user static route
o - ODR, P - periodic downloaded static route, H - NHRP, 1

a - application route
+ - replicated route, % - next hop override

Gateway of last resort is 192.168.49.2 to network 0.0.0.0

10.0.0.0/8 is variably subnetted, 6 subnets, 2 masks

moooo

494
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10.12.1.0/24 [90/2B185600] via 192.168.100.73, 00:00:08,
10.14.1.0/24 [90/28288000] via 192.168.100.73, 00:00:08,
10.17.1.0/24 [90/28185600] via 192.168.100.73, 00:00:08
10.34.1.0/24 [90/28185600] via 192.168.100.73, 00:00:08

- LISP

Tunnell
Tunnell
Tunnell
Tunnell
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DMVPN Phase 1 -

e Hub is configured with mGRE tunnel and Spokes are configured with point-to-point GRE
tunnel with the physical IP address of the HUB as the tunnel destination.

e Spoke-to-spoke communication has to go through the hub.

e Benefit is simplified hub router configuration, which does not require static NHRP mapping
for every new spoke.

¢ Recommended routing:
—The hub advertises a default route to the spokes.
— Spokes advertise their subnets to the hub.

With the above config Phasel configure we can check DMVPN as below

R73#show dmvpn
Legend: Attrb --»> 5 - Static, D - Dynamic, I - Incomplete
N - NaTed, L - Local, X - No socket
# Ent --> Number of NHRP entries with same NEMA peer
NHS Status: E --> Expecting Replies, R --> Responding, W --> waiting
upDn Time --> Up or Down Time for a Tunnel

mnterface: Tunnell, IPv4 NHRP Details
Type:Hub, NHRP Peers:5,

# ENt Peer NBMA Addr Peer Tunnel Add State uUpDn Tm Attrb

1 192.168.12.1 192.168.100.12 uP 02:05:11 D
1 192.168.14.1 192.168.100.14 up 02:05:01 D
1 192.168.17.1 192.168.100.17 up 02:04:54 D
1 192.168.34.1 192.168.100. 34 uP 02:04:46 D
1 192.168.49.1 192.168.100.49 UP 02:053:18 D

R734

Directly Connected neworks will go directly, indirectly connected routes always go via hub, now we
verify from R49

R49¥show dmvpn
Legend: Attrb --» 5 - Static, D - Dynamic, I - Incomplete
N - NaTed, L - Local, X - No socket
# Ent --> Number of NHRP entries with same NBMA peer
NHS Status: E --> Expecting Replies, R --> Responding, W --> waiting
upDn Time --> Up or Down Time for a Tunnel

Interface: Tunnell, IPv4 NHRP Details
Type:Spoke, NHRP Peers:2,

# ENt Peer NBMA Addr Peer Tunnel Add State uUpDn Tm ATtrb

1 192.168.14.1 192.168.100.14 up 01:01:16 D
1 192.168.73.1 192.168.100.73 UP 01:32:35 s

R49#

We can observe that 192.168.100.17 directly connected to go directly

10.17.1.1 not directly connected always go via Hub
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R49#

R49¥traceroute 192.168.100.17
Type escape sequence to abort.
Tracin
vRF info: (vrf in name/id, wvrf out name/id)
1 192.168.100.73 1 msec 1 msec 1 msec
2 192.168.100.17 2 msec ® 2 msec
RA9#traceroute 192.168.100.17
Type escape sequence to abort.
Tracin
VvRF info: (vrf in name/id, wvrf out name/id)
1 192.168.100.17 1 msec * 6 msec
R49#traceroute 10.17.1.1
Type escape sequence to abort.
Tracin
VvRF info: (vrf in name/id, wvrf out name/id)
1 192.168.100.73 2 msec 1 msec O msec
2 192.168.100.17 1 msec ® 2 msec
RA9¥traceroute 10.17.1.1
Type escape sequence to abort.
Tracin
VvRF info: (vrf in name/id, vrf out name/id)
1 192.168.100.73 1 msec 1 msec 1 msec
2 192.168.100.17 1 msec * 2 msec

the route to 192.168.100.17

the route to 192.168.100.17

the route to 10.17.1.1

thne route to 10.17.1.1

DMVPN Phase 2 —

The only difference in this phase is that the spokes can form an IPsec tunnel directly with
the other spokes instead of forcing the traffic to go through the hub as in the case of Phase
1.

The tunnel interfaces on the hub and spoke are all MGRE encapsulated.

There is a CEF entry for a prefix learnt via the overlay routing protocol with the next-hop
set to the tunnel IP address of the router from where it originated. At this point the CEF
entry for the next-hop is marked as “glean”, meaning it needs L3 to L2 lookup to be
performed. This L3 to L2 lookup is performed by NHRP, when an initial packet is being sent
to the destination prefix.

The spokes are also the NHCs so they register themselves with the NHS and also request
the NHS for the IP-to-NBMA mapping information of the spoke they want to peer with.
Using that mapping information they form IPsec tunnels with the spokes for which you
have to use either a wildcard pre-shared key or specific keys for each of the other spoke
they want to peer with.

One additional command should change from Phasel to Phase2 on the HUB

no ip next-hop-self eigrp 200

Now we configured and verify the same.
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no ip
no ip

ip n

interface Tunnell
ip address 192.168.100.73 255.255.255.0

redirects
next-hop-self eigrp 200

no ﬁﬁ split-horizon eigrp 200
rp

map multicast dynamic

ip nhrp network-id 1
tunnel source Ethernet0/0
tunnel mode gre multipoint

We verify the same from R49

RA9#show dmwvpn

Legend:

Attrb --»> 5 - Static, D - Dynamic, I - Incomplete

N - NATed, L - Local, ¥ - No socket

# Ent --> Number of NHRP entries with same NBMA peer

NHS status: E --> Expecting Replies, R --»> Responding, W --> waiting
Upbn Time --> Up or Down Time for a Tunnel

Interface: Tunnell, IPv4 NHRP Details
Type:Spoke, NHRP Peers:3,

# Ent

1
1
1

RAOFLr

Peer NBMA Addr Peer Tunnel Add State UpDn Tm Attrb
192.168.14.1 192.168.100.14 ur 01:06:27 o
192.168.17.1 192.168.100.17 ur 00:04:30 D
192.168.73.1 192.168.100.73 uP 01:37:45 S

R49#traceroute 10.17.1.1

Type escape sequence to abort.

Tracﬁng the route to 10.17.1.1
o:

VRF in

(vrf in name/id, vrf out name/id)

1 192.168.100.17 1 msec * 2 msecC

R4O9#

RAYFS N
Codes:

ow 1p route eigrp

L - local, ¢ - connected, 5 - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, 0 - OSPF, IA - OSPF inter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSS5A external type 2

El - OSPF external type 1, E2 - OSPF external type 2

i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS lewvel-2
ia - I5-I5 inter area, ®* - candidate default, U - per-user static route
o - ODR, P - periodic downloaded static route, H - NHRP, 1 - LISP

a - application route

+ - replicated route, % - next hop override

Gateway of last resort is 192.168.49.2 to network 0.0.0.0

mOooQoooQ

10.0.0.0/8 is variably subnetted, 6 subnets, 2 masks
10.12.1.0/24 [90/28185600] via 192.168.100.12, 00:03:37, Tunnell
10.14.1.0/24 [90/28288000] via 192.168.100.14, 00:02:37, Tunnell
10.17.1.0/24 [90/28185600] via 192.168.100.17, 00:03:37, Tunnell
10.34.1.0/24 [90/28185600] via 192.168.100.34, 00:03:37, Tunnell

DMVPN Phase 3 -

It borrows the benefit of summarization from Phase 1 and spoke-to-spoke tunnels from
Phase 2.

NHRP redirect configured on the hub tells the initiator spoke to look for a better path to
the destination spoke. Upon receiving the NHRP redirect message the spokes communicate
with each other over the hub and they have their NHRP replies for the NHRP Resolution
Requests that they sent out.

NHRP Shortcut configured on the spoke updates the CEF table. It basically overrides the
next-hop value for a remote spoke network from the default initial hub tunnel IP address to
the NHRP resolved remote spoke tunnel IP address.

NHRP Resolution Requests in DMVPN Phase 2 is done for the next-hop IP address, which is
identified from the routing table; this is similar to how Ethernet ARP works for a static
route configured with a next-hop IP address.
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e NHRP Resolution Requests in DMVPN Phase3 is done for the destination network being
accessed; this is similar to how Ethernet ARP works for a static route configured with a
multipoint exit.

Required config on HUB

Ip nhrp redirect
Required config on SPOKE

Ip nhrp shortcut

We will configure and verify the same

HUB R73

interface Tunnell

ip address 192.168.100.73 255.255.255.0
no ip redirects

no iﬁ split-horizon eigrp 200

ip nhrp map multicast dynamic

ip nhrp network-id 1

ip nhrp redirect

tunnel source Ethernet(/0

tunnel mode gre multipoint

R49 SPOKE

interface Tunnell

ip address 192.168.100.49 255.255.255.0
no ip redirects

ip nhrp map 192.168.100.73 192.168.73.1
ip nhrp map multicast 192.168.73.1

ip nhrp network-id 1

ip nhrp nhs 192.168.100.73

ip nhrp shortcut

tunnel source Ethernet0/0

tunnel mode gre multipoint

- Initially there is no spoke-to-spoke communication

- Traffic between Spoke 1 and Spoke 2

- First packet would traverse via Hub and it will trigger NHRP shortcut switching process then traffic
will start using direct spoke-to-spoke tunnel
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R49#show dmvpn
Legend: Attrb --> 5 - Static, D - Dynamic, I - Incomplete
N - NATed, L - Local, ¥ - No Socket
# Ent --> Number of NHRP entries with same NBEMA peer
NHS Status: E --> Expecting Replies, R --> Responding, W --> waiting
UpDn Time --> Up or Down Time for a Tunnel

Interface: Tunnell, IPv4 NHRP Details
Type:Spoke, NHRP Peers:4,

# ENt Peer NEMA Addr Peer Tunnel Add State UpDn Tm Attrb

2 192.168.17.1 192.168.100.17 uP 00:35:10 DT2
192.168.100.17 up 00:35:10 DT1
1 192.168.12.1 192.168.100.12 upP 00:29:42 D
1 192.168.14.1 192.168.100.14 up 01:37:07 D
1 192.168.73.1 192.168.100.73 up 02:08:25 5
R49#
R49#
R49#
RA9#FTr

R49FTraceroute 10.17.1.1

Type escape sequence to abort.

Tracing the route to 10.17.1.1

VRF info: (vrf in name/id, wrf out name/id)
1 192_.168.100.17 1 msec ® 1 msec

r49F]

*T1 - Route Installed
*T2 - Nexthop-override

DMVPN with IPSEC

R73 HUB
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crypto isakmp policy 10

encr 3Ides

hash md5

authentication pre-share
group 5

crypto isakmp bbandil23 address 0.0.0.0
L

éryptc ipsec transform-set IPSECBBANDI esp-3des esp-sha-hmac
mode tunnel

I

crypto ipsec profile BPROF

set transform-set IPSECEBANDI

interface Tunnell

ip address 192.168.100.73 255.255.255.0
no ip redirects

no iﬂ split-horizon eigrp 200

ip nhrp map multicast dynamic

ip nhrp network-id 1

ip nhrp redirect

tunnel source ethernetd/0

tunnel mode gre multipoint

tunnel protection ipsec profile BPROF

Spoke config

Erypto isakmp policy 10

encr 3des

hash md5

authentication pre-share
group 5

crypto isakmp bbandil23 address 0.0.0.0
!

éryptu ipsec transform-set IPSECBBANDI esp-3des esp-sha-hmac
mode tunnel
1

érypto ipsec profile BPROF
set transform-set IPSECEBANDI

interface Tunnell

ip address 192.168.100.49 255.255.255.0
no ip redirects

ip nhrp map 192.168.100.73 192.168.73.1
ip nhrp map multicast 192.168.73.1

ip nhrp network-id 1

ip nhrp nhs 192.168.100.73

ip nhrp shortcut

tunnel source Ethernet0/0

tunnel mode gre multipoint

tunnel protection ipsec profile BEPROF

1

R49
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R49¥#show crypto isakmp sa
IPv4 Crypto ISAKMP SA

dst

192.168.49.1
192.168.12.1
192.168.73.1
192.168.49.1
192.168.49.1
192.168.49.1

s5rc

192.168.
192.168.
192.168.
192.168.
192.168.

14.
49,
49,
17.
12.

1
1
1
1
1

192.168.73.1

IPvE Crypto ISAKMP SA

RA9#show crypto ipsec sa

interface: Tunnell

Crypto map tag:

qrotected vrf:
ocal ddent (addr/mask/prot/port):
remote ident (addr/mask/prot/port):

{none)

state

aM_
am_
aM_
aM_
aM_
am_

Tunnell-head-0,

IDLE
IDLE
IDLE
IDLE
IDLE
IDLE

current_peer 192.168.73.1 port 500

PERMIT, flags={origin_is_acl,}
B4, #pkts encrypt: 84, #pkts digest: 84
91, #pkts decrypt: 91, #pkts verify: 91
#pkts compressed: 0, #pkts decompressed: 0
0, #pkts compr.
#pkts not decompressed: 0, #pkts decompress failed: 0
#send errors 0, #recv errors 0

#pkts encaps:
#pkts decaps:

#pkts not compressed:

local crypto endpt.:

plaintext mtu 1448,
current outhound spi:

PFS (¥/N):

inbound esp

5as5.:

192.168.49.1, remote crypto endpt.:
path mtu 1500, 1ip

N, DH group:

CCIE Journey 2019

conn-id status

failed: 0

mtu 1500,

O0XAZEG2523(2732991779)

none

spi: Ox8EAEGBBC(2393795465)

transform: e
in use settin

conn id:

sa timing:

IV size:

8 bytes

remaining key

h

esp-3des esp-sha-hmac ,
?5 ={Tunnel,
1, flow_id: sw:1,

Tifetime (k/sec):

replay detection support: Y
Status: ACTIVE(ACTIVE)
spi: Ox359F0B48(899615560)

transform:
in use settin

conn id:

sa timing:

IV size:

h

esp-3des esp-sha-hmac ,
5 ={Tunnel,

1004 ACTIVE
1006 ACTIVE
1001 ACTIVE
1003 ACTIVE
1005 ACTIVE
1002 ACTIVE

Tocal addr 192.168.49.1

ip mtu idb (none)

sibling_flags 80004040, crypto map:

(4608000,3266)

3, ?ow_id: Sw:3, sibling_flags B0000040, crypto map:
Tifetime (k/sec):

remaining key

8 bytes

replay detection support: Y
Status: ACTIVE(ACTIVE)
spi: Ox24360BFB(607521787)

transform
in use settin

conn id:

sa timing:

IV size:

¥

esp-3des esp-sha-hmac ,
s ={Tunnel,

(4608000,/3276)

5, ?ow id: sw: 5, sibling_flags 80000040, crypto map:
Tifetime (k/sec):

remaining key

B bytes

replay detection support: Y
Status: ACTIVE(ACTIVE)
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(4280790/3276)

(192.168.49.1/255.255.255.255/47/0)
(192.168.73.1/255.255.255.255,/47/0)

192.168.73.1

Tunnell-head-0

Tunnell-head-0

Tunnell-head-0
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For testing, | have mixed OSPF and EIGRP to test ( | have not see mixing in real world, but since | got

apportunity test)

HUB R73 have OSPF EIGRP

CCIE Journey 2019

All SPOKE EIGRP and R14 only have OSPF Area 0 ( R73 does the redistribution)
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interface Tunnell
ip address 192.168.100.73 255.255.255.0
no ip redirects
no iﬂ split-horizon eigrp 200
nhrp map multicast dynamic

ip nhrp network-id 1

ip nhrp redirect
ip osqg network hzint—to—mu1tipoint
tunnel source Ethernet0/0

tunnel mode gre multipoint

tunnel protection ipsec profile BPROF
1

interface Ethernet0/0
ip address 192.168.73.1 255.255.255.0
1

interface Ethernet0/1
no ip address
shutdown

[}

interface Ethernet0/2
no ip address
shutdown

I

interface Ethernet0/3
no ip address
shutdown

router eigrp 200

network 192.168.100.0

redistribute ospf 1 metric 1 1 1 1 1
passive-interface default

no passive-interface Tunnell

1

router USBf 1

redistribute eigrp 200 metric 1 subnets
passive-interface default

no passive-interface Tunnell

network 192.168.100.0 0.0.0.255 area 0
1

R14

interface Tunnell

ip address 192.168.100.14 255.255.255.0
no ip redirects

ip nhrp map 192.168.100.73 192.168.73.1
ip nhrp map multicast 192.168.73.1

ip nhrp network-id 1

ip nhrp nhs 192.168.100.73

ip nhrp shortcut

ip ns?g network point-to-multipoint
tunnel source Ethernet0/0

tunnel mode gre multipoint

tunnel protection ipsec profile BPROF

I

interface Ethernet0/0
ip address 192.168.14.1 255.255.255.0
I

interface Ethernet0/1
no ip address
shutdown

I

interface Ethernet0/2
no ip address
shutdown

I

interface Ethernet0/3
no ip address
shutdown

I

router ospf 1

passive-interface default

no passive-interface Tunnell

network 10.14.1.0 0.0.0.255 area 0
network 192.168.100.0 0.0.0.255 area 0
I
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Rl4#show ip route ospf
codes: L - local, ¢ - connected, S - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, © - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
El - OSPF external type 1, E2 - OSPF external Type 2
i - Is-I5, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
ia - IS-I5 inter area, ® - candidate default, U - per-user static route
0o - ODR, P - periodic downloaded static route, H - NHRP, 1 - LISP
a - application route
+ - replicated route, % - next hop override

Gateway of last resort is 192.168.14.2 to network 0.0.0.0

10.0.0.0/8 is variably subnetted, & subnets, 2 masks

0 E2 10.12.1.0/24 [110/1] wia 192.168.100.73, 00:09:56, Tunnell

o E2 10.17.1.0/24 [110/1] wvia 192.168.100.73, 00:09:56, Tunnell

0 E2 10.34.1.0/24 [110/1] via 192.168.100.73, 00:09:56, Tunnell

o E2 10.49.1.0/24 [110/1] via 192.168.100.73, 00:09:56, Tunnell
192.168.100.0/24 is variably subnetted, 3 subnets, 2 masks

0 192.168.100.73/32 [110/1000] via 192.168.100.73, 00:05:59, Tunnell

3.1.d [iii] QoS profile
3.1.d [iv] Pre-classify

The Per-Tunnel QoS for DMVPN feature lets you apply a quality of service (QoS) policy on a
Dynamic Multipoint VPN (DMVPN) hub on a per-tunnel instance (per-spoke basis) in the egress
direction for DMVPN hub-to-spoke tunnels. The QoS policy on a DMVPN hub on a per-tunnel
instance lets you shape tunnel traffic to individual spokes (a parent policy) and differentiate
individual data flows going through the tunnel for policing (a child policy). The QoS policy that the
hub uses for a specific spoke is selected according to the specific Next Hop Resolution Protocol
(NHRP) group into which that spoke is configured. Although you can configure many spokes into
the same NHRP group, the tunnel traffic for each spoke is measured individually for shaping and

policing.
You can use this feature with DMVPN with or without Internet Protocol Security (IPsec).

When the Per-Tunnel QoS for DMVPN feature is enabled, queuing and shaping are performed at
the outbound physical interface for generic routing encapsulation (GRE)/IPsec tunnel packets.
The Per-Tunnel QoS for DMVPN feature ensures that the GRE header, the IPsec header, and the
Layer 2 (for the physical interface) header are included in the packet-size calculations for shaping
and bandwidth queuing of packets under QoS.

We configure 3 Policies 2MB / 3MB / 5MB for the Different Connection.

HUB we configure QOS on R73
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class-map match-all critical
match protocol http

match protocol ftp

match protocol rdq
class-map match-all control-plane
match protocol telnet
match protocol ssh

match protocol tftp
class-map match-all vOICE
match protocol rt?
class-map match-all defaut]
match any

class-map match-all video
match protocol rtp video

I

olicy- SHAPE_SMB
pc1a§¥ :?255—d9f3u1t
shape average 5000000
policy-map REMAINING_POLICY
class VOICE
priority percent 10
set dscp ef
class control-plane
bandwidth remaining percent 5
set dscp af4l
class video
bandwidth remaining percent 25
set dscp af4l
class critical
bandwidth remaining percent 30
set dscp afil
fair-queue
class defaut]
bandwidth remaining percent 30
set dscp default
?ueue—1imit 400 packets
policy-map SHAPE_2MB
class class-default
shape average 2000000
service-policy REMAINING_POLICY
policy-map SHAPE_3ME
class class-default
shape average 3000000

service-policy REMAINING_POLICY
1

We apply now on Tunnel interface both HUB and SPOKE, we will test and verify.

HUB R73

interface Tunnell

ip address 192.168.100.73 255.255.255.0

no ip redirects

no iﬂ split-horizon eigrp 200

ip nhrp map multicast dynamic

ip nhrp network-id 1

ip nhrp redirect

iﬁ ospt network point-to-multipoint

nhrp map group SHAPE_SMB service—policy output SHAPE_SMB
nhrp map group SHAPE_2MB service-policy output SHAPE_2MB
nhrp map group SHAFPE_3MB service-policy output SHAPE_3MB
tunnel source Ethernetd/0

tunne]l mode gre multipoint

tunnel protection ipsec profile BFROF
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On SPOKE R49 and R17 apply and test
R49 for 2MB

interface Tunnell
ip ilddress 192.168.100.49 255.255.255.0
no E redirects
nhrp map 192.168.100.73 192.168.73.1
ip nhrp map multicast 192.168.73.1
ip nhrp network-id 1
ip nhrp nhs 192.168.100.73
ip nhrp shortcut
nhrp group SHAPE_ZMB
tunnel source Ethernetd/0
tunnel mode gre multipoint
tunnel protection ipsec profile BPFROF

R17 for 3MB

interface Tunnell

ip address 192.168.100.17 255.255.255.0
no ip redirects

ip nhrp map 192.168.100.73 192.168.73.1
ip nhrp map multicast 192.168.73.1

ip nhrp network-id 1

ip nhrp nhs 192.168.100.73

ip nhrp shortcut

nnrp group SHAPE_3MB

tunnel source ethernetd/0

tunnel mode gre multipoint

tunnel protection ipsec profile BFROF

Verify on Hub tag:

R7385how detail
Legend: Attrb --> § - Static, D - Oynamic, 1 - Incomplete
N - NATed, L - Local, X - No Socket

¥ Ent > anbar of NHRP entries with same NBMA pear
NHS Status: £ --> (xpotnn? chlu.. R ««> Responding, W --> Waiting
UpDn Time --> Up or Down Time for a Tunnel

Imerface Tunnell §s up/up, Addr. s 192.168.100.73, vrF ""
Turne] Src./pest. addr: 192.168.73.1/MGRE, Tumnel vrF "
protocol/Transport: “multi-GRE/IP", Protect "serof”
Interface state Control: Disabled
nhrp event-publisher : pisabled

Type:rub, Total Nema Peers (va/v6): 5

# Ent  Peer NBMA Addr Peer Tunnel! Add State uUpDn T Attrb Target Network

1 192.168.12.1 192.168.100.12 i 00:02:08 D 192.168.100.12/32
1 192.168.14.1 192.168.100.14 w 00:02:08 D 192.168.100.14/32
1 192.168.17. l 192.168.100.17 u 00:02:14 D 192.168.100.17/32

NHRP Qroup: SHAPE_

output Qos service—policg appned SMAPE e
1 192.168.34.1 u» 00:02:08 0 192.168.100.34/32
1 192,168.49.1 192, 168 100 49 e 00:00:22 0 192.168.100.49/32

NHRP group: SHWAPE_2v8

output QoS service-policy applied: SHAPE_2MB

3.2 Encryption

3.2.a Implement and troubleshoot IPsec with preshared key
3.2.a [i] IPv4 site to IPv4 site
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3.2.a[ii] IPv6 in IPv4 tunnels
3.2.a [iii] Virtual tunneling interface [VTI]

3.3 Troubleshooting VPN technologies

3.3.a Use I0S troubleshooting tools
3.3.a [i] debug, conditional debug
3.3.a[ii] ping, traceroute with extended options
3.3.a [iii] Embedded packet capture

3.3.b Apply troubleshooting methodologies
3.3.b [i] Diagnose the root cause of networking issue [analyze symptoms, identify and describe
root cause]

3.3.b [ii] Design and implement valid solutions according to constraints
3.3.b [iii] Verify and monitor resolution

3.3.c Interpret packet capture
3.3.c [i] Using wireshark trace analyzer
3.3.c [ii] Using I0S embedded packet capture

4.0 Infrastructure Security
4.1 Device security

4.1.a Implement and troubleshoot 10S AAA using local database
4.1.b Implement and troubleshoot device access control

4.1.b [i] Lines [VTY, AUX, console]

4.1.b [ii] SNMP

4.1.b [iii] Management plane protection

4.1.b [iv] Password encryption

4.1.c Implement and troubleshoot control plane policing
4.2 Network security

4.2.a Implement and troubleshoot switch security features
4.2.a [i] VACL, PACL
4.2.a [ii] Stormcontrol
4.2.a [iii] DHCP snooping
4.2.a [iv] IP source-guard
4.2.a [v] Dynamic ARP inspection
4.2.a [vi] Port-security
4.2.a [vii] Private VLAN

4.2.b Implement and troubleshoot router security features
4.2.b [i] IPv4 access control lists [standard, extended, time-based]
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4.2.b [ii] IPv6 traffic filter
4.2.b [iii] Unicast reverse path forwarding

4.2.c Implement and troubleshoot IPv6 first hop security
4.2.c[i] RA guard
4.2.c [ii] DHCP guard
4.2.c [iii] Binding table
4.2.c [iv] Device tracking
4.2.c [v] ND inspection/snooping
4.2.c [vi] Source guard
4.2.c [vii] PACL

4.3 Troubleshooting infrastructure security

4.3.a Use 10S troubleshooting tools
4.3.a [i] debug, conditional debug
4.3.a [ii] ping, traceroute with extended options
4.3.a [iii] Embedded packet capture

4.3.b Apply troubleshooting methodologies
4.3.b [i] Diagnose the root cause of networking issue [analyze symptoms, identify and
describe root cause]

4.3.b [ii] Design and implement valid solutions according to constraints
4.3.b [iii] Verify and monitor resolution

4.3.c Interpret packet capture
4.3.c [i] Using wireshark trace analyzer
4.3.c [ii] Using I0S embedded packet capture

5.0 Infrastructure Services

5.1 System management

5.1.a Implement and troubleshoot device management
5.1.a [i] Console and VTY
5.1.a [ii] telnet, HTTP, HTTPS, SSH, SCP
5.1.a [iii] [T]FTP

5.1.b Implement and troubleshoot SNMP
5.1.b [i] v2c, v3

5.1.c Implement and troubleshoot logging
5.1.c [i] Local logging, syslog, debug, conditional debug
5.1.c [ii] Timestamp
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5.2 Quality of service

5.2.a Implement and troubleshoot end to end QoS
5.2.a [i] CoS and DSCP mapping

5.2.b Implement, optimize and troubleshoot QoS using MQC
5.2.b [i] Classification
5.2.b [ii] Network based application recognition [NBAR]
5.2.b [iii] Marking using IP precedence, DSCP, CoS, ECN
5.2.b [iv] Policing, shaping
5.2.b [v] Congestion management [queuing]
5.2.b [vi] HQoS, sub-rate ethernet link
5.2.b [vii] Congestion avoidance [WRED]

5.3 Network services

5.3.a Implement and troubleshoot first-hop redundancy protocols
5.3.a [i] HSRP, GLBP, VRRP
5.3.a [ii] Redundancy using IPv6 RS/RA

5.3.b Implement and troubleshoot network time protocol
5.3.b [i] NTP master, client, version 3, version 4
5.3.b [ii] NTP authentication

5.3.c Implement and troubleshoot IPv4 and IPv6 DHCP
5.3.c [i] DHCP client, 10S DHCP server, DHCP relay
5.3.c [ii] DHCP options
5.3.c [iii] DHCP protocol operations
5.3.c [iv] SLAAC/DHCPV6 interaction
5.3.c [v] Stateful, stateless DHCPv6
5.3.c [vi] DHCPv6 prefix delegation

5.3.d Implement and troubleshoot IPv4 network address translation
5.3.d [i] Static NAT, dynamic NAT, policy-based NAT, PAT
5.3.d [ii] NAT ALG

5.4 Network optimization

5.4.a Implement and troubleshoot IP SLA
5.4.a [i] ICMP, UDP, jitter, VolP

5.4.b Implement and troubleshoot tracking object
5.4.b [i] Tracking object, tracking list

CCIE Journey 2019

5.4.b [ii] Tracking different entities [e.g. interfaces, routes, IPSLA, and such]

5.4.c Implement and troubleshoot netflow
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5.4.c [i] Netflow v5, v9

5.4.c [ii] Local retrieval

5.4.c [iii] Export [configuration only]

5.4.d Implement and troubleshoot embedded event manager
5.4.d [i] EEM policy using applet

5.5 Troubleshooting infrastructure services

5.5.a Use 10S troubleshooting tools
5.5.a [i] debug, conditional debug
5.5.a [ii] ping, traceroute with extended options
5.5.a [iii] Embedded packet capture

5.5.b Apply troubleshooting methodologies
5.5.b [i] Diagnose the root cause of networking issue [analyze symptoms, identify and
describe root cause]

5.5.b [ii] Design and implement valid solutions according to constraints
5.5.b [iii] Verify and monitor resolution

5.5.c Interpret packet capture
5.5.c [i] Using wireshark trace analyzer
5.5.c [ii] Using 10S embedded packet capture



